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ABSTRACT

This thesis is focused on the theoretical study of the mechanical and electronic proper-
ties of two-dimensional (2D) crystals, such as graphene, and of layered materials based
on them, with emphasizes on both fundamental physics and on potential applications.
We start on the study of mechanical properties of free 2D crystals, moving then to
mechanical and electronic transport properties of 2D crystals, in particular graphene,
supported by a substrate. Then we move to layered structures formed by 2D crystals,
studying the phenomena of Coulomb drag and electronic vertical tunneling transport.
This thesis is split into two main parts. In the first one we study the mechanical

properties of 2D crystals, or crystalline membranes. We start by studying the effect
of anharmonicities and quantum fluctuations to the dispersion relation of the lattice
vibrations, in particular of out-of-plane vibrations, and how these affect the thermody-
namics properties of thermal expansion and specific heat. The we consider 2D crystals
supported by a substrate. We study the spectral properties of the out-of-plane vibra-
tions of the 2D crystal, when these are coupled to the lattice degrees of freedom of
the substrate. We also study how the thermal expansion of the 2D crystal cannot be
considered as an intrinsic property, but instead, becomes dependent on the substrate
that supports it.
In the second part of this thesis, we focus on electronic transport phenomena in 2D

crystals and layered structures. We pay special attention to graphene and graphene
based structures. We start by studying the limits imposed by electronic scattering by
lattice vibrations to the resistivity of graphene. In particular, we study the role of scat-
tering by in-plane and out-of-plane vibrations both in suspend and supported graphene
samples, comparing the relative importance of the two in both cases. Next we move
to electronic transport phenomena in layered structures. We study the phenomena of
Coulomb drag between two parallel arbitrary metallic layers. Then we specialize to
the case of drag between two graphene layers and study the effect of polar substrate
phonons to drag. We finally study the phenomena of vertical tunneling transport in
van der Waals structures, specializing graphene–hexagonal boron nitride–graphene ver-
tical structures. We study how lattice misalignment between the graphene layers and
simultaneous energy and momentum conservation in the tunneling process leads to the
occurrence of negative differential conductance in these devices. We then show that, by
controlling the relative alignment between the graphene layers and the boron nitride
slab, processes involving the transference of momentum by the boron nitride crystal can
lead to the occurrence of multiple negative differential conductance regions in the I-V
characteristics of the device. The effect of scattering by optical phonons of the structure
is also analyzed and we show that it opens up new inelastic tunneling channels, which
manifest themselves as sharp features in the low temperature I-V characteristics of the
device.
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RESUMEN

Esta tesis se centra en el estudio teórico de las propiedades mecánicas y electrónicas
de cristales bidimensionales (2D), como el grafeno, y de estructuras en capas basadas
en ellos, con énfasis tanto en la física fundamental como en las aplicaciones potenciales.
Comenzamos con en el estudio de las propiedades mecánicas de los cristales 2D libres,
siguiendo luego con las propiedades mecánicas y electrónicas de transporte de cristales
2D, en particular el grafeno, apoyados sobre un sustrato. A continuación, pasamos a
estructuras en capas formadas por cristales 2D, estudiando los fenómenos de fricción
de Coulomb y transporte electrónico vertical por efecto de túnel.
Esta tesis se divide en dos partes principales. En la primera estudiamos las propieda-

des mecánicas de los cristales 2D, o membranas cristalinas. Empezamos por estudiar el
efecto de las no linealidades y las fluctuaciones cuánticas en la relación de dispersión de
las vibraciones de la red, en particular, de las vibraciones fuera del plano, y cómo éstas
afectan las propiedades termodinámicas de la expansión térmica y el calor específico.
A continuación, consideramos cristales 2D apoyados sobre un sustrato. Estudiamos las
propiedades espectrales de las vibraciones fuera del plano del cristal 2D cuando éstos
están acoplados a los grados de libertad del sustrato. También estudiamos cómo la ex-
pansión térmica del cristal 2D no se puede considerar como una propiedad intrínseca,
sino que depende del sustrato que la soporta.
En la segunda parte de la tesis nos centramos en los fenómenos de transporte elec-

trónico en cristales 2D y estructuras en capas. Prestamos especial atención al grafeno
y a las estructuras basadas en él. Empezamos por el estudio de los límites impuestos a
la resistividad del grafeno por la dispersión electrónica causada por vibraciones de la
red. En particular, estudiamos el papel de la dispersión por vibraciones en y fuera del
plano, tanto en muestras suspendidas como en muestras apoyadas sobre un sustrato,
compararando la importancia relativa de los dos en ambos casos. A continuación pasa-
mos a fenómenos de transporte electrónico en estructuras formadas por múltiples capas.
Estudiamos los fenómenos de fricción de Coulomb entre dos capas metálicas paralelas
arbitrarias. Después, nos especializamos en el caso de la fricción entre dos capas de gra-
feno y estudiamos el efecto de fonones de sustratos polares en la fricción. Finalmente
estudiamos los fenómenos de transporte vertical por efecto de túnel en estructuras de
van der Waals, en particular estructuras verticales de grafeno–nitruro de boro hexago-
nal–grafeno. Estudiamos la forma como la desalineación entre las capas de grafeno y
la conservación simultánea de la energía y del momento en el proceso de túnel lleva a
la aparición de conductancia diferencial negativa en estos dispositivos. A continuación,
mostramos que, mediante el control de la alineación relativa entre las capas de grafeno
y la losa de nitruro de boro, los procesos que llevan a la transferencia de momento por
el cristal de nitruro de boro pueden dar lugar a la aparición de múltiples regiones de
conductancia diferencial negativa en las características I-V del dispositivo. El efecto
de la dispersión por fonones ópticos de la estructura también se analiza y se muestra
que abre nuevos canales de túneles inelásticos, que se manifiestan marcadamente en las
características I-V del dispositivo a bajas temperaturas.
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1INTRODUCTION

The goals of Condensed Matter Physics are to unravel and tame new materials, new
phases and the phenomena that these display. By understanding the properties of
different materials, we can hope to harness their potential for practical applications.
In this respect, the isolation of graphene in 2004 [1] proved to be a pivotal moment in
Condensed Matter.
Graphene is an allotrope of carbon. It is formed by a single layer of carbon atoms

with an sp2 hybridization that are arranged in a honeycomb lattice. It is essentially a
single layer of graphite and can be described as a two-dimensional (2D) material. While
graphene and its oxide have been observed before [2], the 2004 experiments where spe-
cial in that for the first time electrical properties of graphene where studied, revelling
graphene as a material with extraordinary electrical properties. Graphene displays the
curious feature that its low energy charge carriers behave as massless particles, with
their behaviour governed by a effective relativistic massless Dirac equation [3, 4]. But
that was not all. Besides its electrical properties, graphene was also shown to be a
material with extraordinary optical, mechanical and thermal properties. Graphene was
shown to a have a nearly constant optical absorption in the visible range [5] and to
supported highly localized electromagnetic modes, surface plasmons, in the terahertz
regime [6]. Graphene is the stiffest material measured to date [7]. Graphene has an
extremely high thermal conductivity [8], which in conjunction with its high thermal
conductivity makes it extremely promising for electronic applications. All these ex-
traordinary properties more than justify the continued attention that graphene has
received for more than a decade now. But what truly makes graphene a paradigm
changer in Condensed Matter, is the fact that graphene was the first in a family of
many other 2D materials.
Soon after the isolation of graphene, several other 2D materials where isolated, in-

cluding monolayers of hexagonal Boron Nitride (hBN), several transition metal dichalco-
genides [9] and black phosphorus [10]. These 2D materials come in a variety of flavours:
while graphene is a semimetal (zero bandgap material with a vanishing density of states),
hBN is a highly insulating material, transitional metal dichalcogenides can be either
semiconducting or metallic and black phosphorus is an highly anisotropic semiconduc-
tor. Recently it was also verified that the metallic transitional metal dichalcogenide
NbSe2, a material which in its bulk form displays transitions in charge density wave
and superconducting phases, also displays the same phases in its monolayer form [11].
Graphene was, therefore, the herald of a new field of research in Condensed Matter:
the study of 2D materials.
Besides the great variety of properties that 2D materials present, arguably one of

the their most interesting features, when compared to usual bulk three-dimensional
(3D) materials, is the possibility to easily tune those same properties. Due to the
low dimensionality of these materials, their properties can be easily tuned by external
parameters. This was made made clear in the early stages of research of graphene [1],
where the conductivity of graphene was shown to be easily tuned by electrostatically
controlling its density of states with a metallic gate. The all surface nature of these
materials also means that they can be easily modified by chemical methods [12–14].
Another strategy to modified the properties of 2D materials is based on the strong

1



2 introduction

interplay between the electronic and the lattice degrees of freedom in 2D materials.
By applying, in a controlled way, strain in a 2D material, it is possible to tune its
electronic properties in a continuous way. This led to the development of the field of
strain engineering [15, 16]. By controlling strain it was shown that effective pseudo-
magnetic fields can be generated in graphene, which can give origin to Landau levels
[17]. The field of strain engineering also extended to other 2D materials, particularly to
semiconducting transition metal dichalcogenides (STMDC) and black phosphorus [18],
where strain can be used to control the band gap of these materials allowing a tuning
their electronic and optical properties.
This ease in externally controlling the properties of 2D materials comes, however,

with a price. The reasons that make 2D materials easily tunable also make them
extremely susceptible to the surrounding environment. Therefore, properties which in
bulk materials are generally though of as being intrinsic, in 2D materials will be sample
dependent. We will see several examples of this fact in this thesis.
A prime example of this sample dependence are the elastic properties of 2D materials.

Strictly speaking, a 2D free crystal does not have well defined elastic constants. As
a matter of fact even the mere existence of flat 2D crystals was doubted for a long
time [19–21], as violent thermally activated fluctuations were expect to destroy the 2D
crystalline order. It was, however, understood that a weaker form of order can still be
defined, which still gives origin to Bragg peaks in a scattering experiment [22]. Never-
theless, thermally activated thermal fluctuations still have drastic consequences in 2D
crystals. This is specially true in free flat crystals. In a 2D crystal, the long wavelength,
low energy lattice vibrational modes can be split into in-plane and out-of-plane modes.
While the dynamics of in-plane modes can be understood in terms of central forces,
which lead to the usual linear relation between frequency and wavenumber; for out-
of-plane modes the restoring force can only be described at microscopic level in terms
of bond-bending forces. This microscopic bond-bending forces are translated to the
macroscopic level to a restoring force that is proportional to the local curvature of the
2D crystal. This modifies the linear dispersion of the out-of-plane modes from linear
to quadratic in wavevector. Since the restoring force that governs the dynamics of the
out-of-plane modes being due to a bending energy, they are generally refereed to as
flexural modes. The low energy of flexural modes means that that can be easily excited
with temperature leading to even stronger fluctuations than the ones due to in-plane vi-
brations. These strong fluctuations lead to a break down of the superposition principle
for lattice vibrations and anharmonic coupling between in-plane and out-of-plane mo-
tion must be taken into account [23, 24]. It was shown that this anharmonic coupling
between lattice vibrations makes the elastic constants of a 2D crystalline membrane
strongly scale dependent and should actually vanish in the limit of an infinite crystal!
[25, 26] This mechanism is universal, being valid for any 2D crystal. In particular it
should also apply to graphene which is a prototypical crystalline membrane. This fact
is clearly at odds with the statement that graphene is the strongest material ever mea-
sured. However, graphene samples are never infinite. Furthermore, graphene samples
are not free, but are typically supported by a substrate or suspended over a trench.
In all of these cases, long wavelength flexural fluctuations should be suppressed and a
finite value for the elastic constant of graphene will be possible. This value should be,
however, sample dependent. So far no dependence of the elastic constants of graphene
on sample size has been observed. However an anomalous increase of graphene Young
modulus with defect concentration [27] and strain application [28] has been observed,
which has been interpreted in terms of suppression of anharmonic fluctuations. Another
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related problem is the role played by quantum fluctuations to the elastic properties of
2D crystals. This should be particular important in light and strong materials, such as
graphene, which have high Debye temperatures, meaning that at room temperatures
quantum fluctuations cannot be neglected. We will see in this thesis that anharmonic
fluctuations driven by zero temperature quantum effects can contribute to a recon-
struction of the dispersion relations of flexural modes, having direct consequences in
thermodynamic properties of a free 2D crystal.
2D crystals have the peculiarity that they tend to contract, rather than expand,

with increasing temperature. This phenomena of negative thermal expansion is not
exclusive to 2D materials (notably water also displays it), but in 2D crystal it is a
direct consequence of the quadratic dispersion relation of flexural vibrations and of
their coupling to in-plane modes. This effect is generally refereed as the membrane
effect having been predicted for a long time [29]. Layered materials, such as graphite,
which can be seen as stacked 2D crystals, also inherit the property of negative thermal
expansion in the directions parallel to the material basal plane [30]. In graphene, neg-
ative thermal expansion has been observed both in suspended samples and supported
samples. In suspended samples, the thermal expansion was found to the negative up
to temperatures of 350 K, with a room temperature value of −7× 10−6 K−1 [31]; while
in supported samples, thermal expansion was found to the negative in the temperature
range of 200-400 K, with a room temperature value of −8×10−6 K−1 [32]. Once again,
this suggests that the thermal expansion of graphene, and more generically of any 2D
crystal, is not an intrinsic quantity but is instead sample dependent. Further evidence
for this was presented in Ref. [33], where it was shown that the thermal expansion
of supported graphene samples depends on the interaction between graphene and the
substrate. In this thesis, we will see how the coupling between a substrate and a 2D
crystal leads to a reconstruction of the spectral weight of the 2D crystal flexural mode,
which in turn will affect the low temperature negative thermal expansion.

Another example of the dependence of properties of 2D materials to the external
environment is the electrical conductivity of graphene. There are drastic changes to be
mobility of charge carriers between supported [34] and suspended samples [35]. This
as been attributed to the different scattering mechanics that dominate scattering in
the different samples. In suspended samples, scattering by flexural modes has been
identified as a dominant scattering mechanism at room temperature [35]. Scattering
by flexural phonons in materials with mirror symmetry along the basal plane is always
a two phonon process leading to a dependence of the resistivity quadratic with tem-
perature. The scattering rate is dominated by long wavelength flexural modes being
divergent for phonons with a quadratic dispersion relation. Therefore, scattering by
flexural phonons in graphene samples will be extremely sensitive to any perturbation,
such as in-plane stresses [35–37]. We will see how the spectral reconstruction of the flex-
ural mode of graphene supported by a substrate affects electronic scattering by these
modes. Coupling to a substrate will severely quench the flexural modes leading to a
suppression of the flexural phonon limited resistivity in graphene samples.
It is also possible to use 2D materials to form layered structures [38, 39]. A par-

ticularly important example of these kind of structure is the graphene double layer
separated by an insulator. These structures display the phenomena of Coulomb drag
[39–41], which consists in the build up of a voltage across a metallic system due to a
current driven in a second nearby metal. This phenomenon is not new in itself, hav-
ing been observed in semiconducting double quantum wells [42–46]. We will also see
that for highly doped graphene layers separated by a large distance, Coulomb drag
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between graphene layers is actually very similar to Coulomb drag between semicon-
ducting double quantum wells. However, structures based on 2D crystal allow for the
study of Coulomb drag for layer separations previous unattainable [41]. More impor-
tantly, Coulomb drag in graphene double layers shows that different 2D crystal can be
combined to build devices displaying new properties and effects.
One of the most exciting developments in the field of 2D materials, is the possibility of

creating hybrid structures by stacking - or growing - different 2D crystals on top of each
other [38]. The different layers are held together by weak van der Waals (vdW) forces
and for these reason, this structures are generally referred to as vdW structures. By
combining different 2D crystals, with different properties, and controlling their stacking
order one can tailor the properties of the vdW structure at will and, by doing so, can
create materials on demand [47]. One can for instance imagine that by combining a 2D
(semi-)metallic material with another one which is insulating/semiconducting one can
create a structure which can operate as a switch. This has been realized by sandwich-
ing a few layers of hBN between two graphene layers. This graphene–hBN–graphene
vertical structure was shown to operate as a Vertical Tunnelling Field Effect Transis-
tor (VTFET) [48, 49]. The same kind of device has also been realized by replacing the
hBN layers by the STMDC WSe2 leading to an increase in the ON/OFF ratio by a
factor of 102 [50]. A particularly important aspect of vdW structures is the fact the
interfaces between different layers displays an extremely high quality, being atomically
sharp [51]. This will lead to the conservation of the in-plane momentum of charge
carriers during the tunnelling process, which will be sensitive to the relative alignment
between different layers. This dependence of the tunnelling on the layer alignment has
been exploited to create graphene–hBN–graphene devices displaying negative differen-
tial conductance (NDC) [52, 53]. Besides all the possible ways to tune the properties
of 2D materials, in vdW materials crystal alignment between different layers provides
yet another route to give origin to and tune material properties.

1.1 structure of this thesis

This thesis is divided into two parts. Part i deals with the mechanical and thermody-
namic properties of generic 2D crystals, or crystalline membranes. Part ii deals with
electronic transport phenomena in 2D crystals and in layered materials formed out of
these.
Part i is split into two chapters. Chapter 2 discusses the role played by anharmonic

effects on the physics of free crystalline membranes in the low temperature limit. We
start by discussing what is meant by crystalline order in two dimensions. Then we
make a brief review of the classical theory of free crystalline membranes, discussing
the effect of anharmonicities on the elastic constants of the membrane. We proceed by
quantizing the theory in order to study the effect of anharmonicities in the low tem-
perature, quantum regime. We give special attention to the anharmonic corrections to
the dispersion relation of the flexural phonon and to the thermodynamic properties of
thermal expansion and specific heat. In Chapter 3, we shift the focus from free mem-
branes to membranes supported by a substrate. We consider the effect of the coupling
between the membrane and the bulk substrate on the membrane lattice vibrations, spe-
cially on the membrane flexural mode. We focus on the dispersion relation and spectral
properties of the flexural mode, taking into account the dynamics of the substrate and
comparing theory with High Resolution Electron Energy Loss Spectroscopy (HREELS)
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measurements. We also see how coupling to the substrate makes the thermal expansion
of the membrane substrate dependent.
Part ii is split into three chapters, each devoted to a different electronic transport

phenomenon. In Chapter 4, we study the effect of acoustic phonon scattering to the
resistivity of graphene. We focus on both scattering by in-plane acoustic phonons
and also by flexural phonons. In particular, by using the results of Chapter. 3, we
study the effect of scattering by flexural phonons when graphene is supported by a
substrate. In this chapter we also make a brief introduction to the description of
graphene low energy electrons in terms of a massless Dirac equation. This overview
also provides the basis for the subsequent two chapters. In Chapter 5, we study the
phenomena of Coulomb drag between two metallic layers. We discuss Coulomb drag
between layers with arbitrary electronic dispersion relations and arbitrary intralayer
scattering mechanisms, establishing the dependence of the drag resistance as a function
of temperature, layer separation and electronic densities. Next we specialize to the
case of Coulomb drag between two graphene layers. We also study the role played by
substrate longitudinal optical phonons on drag. Finally, in Chapter 6, we study the
vertical tunnelling current between two graphene layers separated by few layers of hBN.
We study the tunnelling current for small lattice misalignments between the graphene
layers and the graphene layers and the hBN slab. We analyse how transference of
momentum by the hBN crystalline structure to the tunnelling electrons can lead to the
occurrence of multiple NDC regions. We also study the effect of inelastic scattering by
optical phonons to the tunnelling current.
At the end of this thesis several appendices can be found. These appendices play

three roles: (i) setting definitions for quantities used throughout the main text, (ii)
contain technical details for proofs or lengthier calculations whose results are simply
stated in the main text, and finally, (iii) acting as a short exposition for some of the
techniques and formalisms employed in this thesis. Regarding this last point, this thesis
makes heavy use of Green’s functions techniques to many-body problem in Condensed
Matter, a topic for which many excellent text books have been written. In my work
during this thesis I have found Refs. [54] and [55] to be excellent books on the use
of equilibrium Green’s functions techniques in Condensed Matter and Refs. [56] and
[57] to be excellent books for the non-equilibrium case. Therefore, Appendices A, C,
B and H are to be seen just as quick references. All of the definitions used in this
thesis regarding Green’s functions, both in real and imaginary time, are provided in
Appendix. A. Throughout this thesis, during intermediate steps we will usually work in
units where ~, the reduced Planck constant, is set to 1, only restoring ~ when presenting
final results.
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2FREE QUANTUM CRYSTALL INE MEMBRANES

2.1 introduction

The existence of 2D crystals has been a topic of debate. It was argued by Peierls [19]
and Landau [20] that infinite strictly 2D crystals (with no atomic motion along the
out-of-plane direction) where thermodynamically unstable at any finite temperature.
Crystalline order in 2D would be destroyed by long wavelength thermally activated
acoustic phonons, which would give origin to large amplitude fluctuations of the atoms
around their equilibrium positions. This argument was formalized by Mermin [21],
who proved, in a rigorous way, that there can be no conventional long-range crystalline
order in two dimensions. As such, there seems to be a contradiction between theory
and experimental observation, which tells us that 2D crystals exist. In fact no such
contradiction exists. First of all, as pointed out by Gunther [58] and by Mermin himself
[21], the average square amplitude of the fluctuations for a large, but finite, 2D crystal
only grows logarithmically with the linear size of the sample. Namely, using a harmonic
elasticity theory and employing the equipartition theorem, it is easy to show that〈

u2
〉

a2
∼ kBT

2πM

(
1

v2
L

+
1

v2
T

)
log

(
L

a

)
, (2.1)

where u is the atomic displacement variable, T is the temperature, kB is Boltzmann
constant,M is the mass of the atoms, vL/T is the longitudinal/transverse sound velocity
of the 2D crystal, a is the lattice parameter, L is the linear size of the sample and 〈...〉
represents a thermodynamic average. Therefore, even if we have a very large 2D crystal,
log(L/a) can still be relatively small. As an example, using typical graphene values, see
Table 2.1, for a flake with linear size of 10µm at 300 K we would obtain

〈
u2
〉
/a2 ' 0.2%.

Secondly, and most importantly, one must be careful in what is meant by 2D crystalline
order. Peierls’ argument consists in studying the displacement correlation function〈

(u(x)− u(0))2
〉
. Once again employing the equipartition theorem one obtain

〈
(u(x)− u(0))2

〉
∼

|x|−1 , in 3D

log (|x| /a) , in 2D
, (2.2)

and therefore, while in a three-dimensional (3D) crystal the displacement correlation
function goes to zero for large separations, in 2D it grows logarithmically. Mermin’s
paper defined crystalline order in terms of the Fourier transform of the atomic density,

〈ρq〉 =
1

N

∑
n

〈
e−iq·Rn

〉
, (2.3)

with N the number of atoms which are at positions Rn, as a phase in which 〈ρq〉 is non-
zero when q is a reciprocal lattice vector, G, and zero otherwise. Mermin’s analysis
showed that for large but finite systems 〈ρG〉 . (logN)−1/2, which vanishes in the
thermodynamic limit. However, crystalline order is not experimentally characterized
by either

〈
(u(x)− u(0))2

〉
or 〈ρq〉, but instead by the observation of Bragg peaks

9
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in a scattering experiment. The signal observed in a x-ray scattering experiment is
proportional to the structure factor

S(q) =
1

N

∑
n,m

〈
e−iq·(Rn−Rm)

〉
, (2.4)

where q is the transferred wavevector. If the atomic positions are frozen at the lattice
sites, S(q) presents a δ-function like divergence in the thermodynamic limit when q
is a reciprocal lattice vector (S(G) = N) , and averages to zero for any other generic
wavevector. Writing the atomic positions as Rn = R0

n + un, where R0
n are the equilib-

rium positions of the frozen crystal and un are the displacements around that configu-
ration, for an harmonic crystal using the general property of Gaussian integration

z(b) =

∫
d[x]e−

1
2
x·M ·x+b·x

= z(0)e
1
2
b·〈xx〉0·x, (2.5)

where 〈xx〉0 = M−1 , the structure factor reads

S(q) =
1

N

∑
n,m

e−iq·(R
0
n−R0

m)e−
1
2
qiqj〈(uin−uim)(ujn−ujm)〉

0 . (2.6)

From the above equation and Eq. (2.2), one can see that in 3D the decay of the
displacement-displacement correlation function with the distance as |x|−1 ensures that,
in the thermodynamic limit, S(q) diverges for q = G and is zero for any other wavevec-
tor. For the 2D case, it was showed by Jancovici [22] that S(G) will still diverge in the
thermodynamic limit for temperatures T < TG with TG given by

T−1
G ' kBAcell

8πM
|G|2

(
1

v2
L

+
1

v2
T

)
, (2.7)

where Acell the area of the unit cell. For wave vectors close to a reciprocal lattice vector
G, instead of a δ-function-like divergence, S(q) presents a power law divergence [59]

S(q) ∼ |q−G|−2(1−T/TG) . (2.8)

Therefore, a purely 2D crystal still displays Bragg peaks in a scattering experiment
and it is in this sense that it is possible to talk about 2D crystals. The observation of
sharp Bragg peaks characteristic of a 2D crystal was observed in Xe atoms absorbed
on a graphite surface [60]. In this system the Xe atoms form a triangular lattice weakly
coupled to the graphite substrate. At low temperature, power law peaks characteristic
of a 2D crystalline phase were observed and above a certain temperature, these peaks
become less intense and broader, indicating that the system has transitioned into a
liquid like phase.
Having settled that such a thing as a purely 2D crystal can be defined, we now turn

our attention to crystalline membranes. A membrane is a two dimensional object that
is embedded in three dimensions. Therefore, differently from a purely 2D crystal, a
membrane can also fluctuate in the out-of-plane direction. For a free membrane not
subject to any external stress, these fluctuations can lead to the destruction not only
of the in-plane order but also make the flat configuration unstable, in which case the
membrane becomes crumpled. The issue of the stability of a flat phase in membranes
and the physics of the crumpling transition were extensively studied in the late 80’s
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[23, 25, 26, 61–68]. It was found that in crystalline membranes, membranes with an
internal structure which gives rise to a finite shear modulus (also referred to as solid,
tethered or polymerized membranes), anharmonic effects can make such a flat phase
stable at low enough temperatures.
It was found that in the flat phase, the coupling between in-plane and out-of-plane

displacements and their corresponding large fluctuations make the flat phase strongly
anharmonic and anomalous [23]. In-plane elastic constants become scale dependent,
vanishing for large length scales, while in the same limit the scale dependent bending
rigidity grows. While the growth of the bending rigidity at large scales protects the
flat phase against fluctuations, the reduction of the in-plane elastic constants makes
in-plane order less well defined. This softening of the in-plane elastic constants in free
crystalline membranes leads to a further suppression of Bragg peaks, which become
just oscillations in the structure factor with the periodicity of the reciprocal lattice
space, showing that while in-plane translational order has been destroyed, long range
orientational order is still preserved [69–71].
Graphene and other 2D crystals are atomically thin, while displaying an in-plane

structure due to the covalent bonding between atoms. While samples supported by
a substrate or encapsulated between bulk materials are closer to a purely 2D crystal
than a free membrane1, suspended samples [72–75] appear as prototypical crystalline
membranes. Suspended 2D crystal give origin to broadened but well defined Bragg
peaks in scattering experiments [72–74]. The fact that the Bragg peaks are well defined
is most likely due to stabilizing effect of the clamped edges of the sample, while the
fact that these are broadened is due to static corrugations that the sample displays.
The exact origin of these corrugations is still not clear. Corrugations might either be
intrinsic, having its origin in an instability due to electron-phonon or anharmonic effects,
or extrinsic, being caused by residual stresses induced by the edges, fabrication process
or adsorbed impurities [76]. Most importantly, while graphene has been reported as the
stiffest material ever measured [7], suspended graphene was later found to display very
anomalous mechanical properties. Suspended graphene samples were shown to become
stiffer when vacancies are induced [27] or when an external stress is applied [28]. This
behaviour has been interpreted as due to a suppression of anharmonic effects, which as
previously said, lead to a softening of the in-plane elastic constants.
Therefore in order to properly understand the mechanical properties of 2D crystals,

one must take into account anharmonic effects. However, the standard descriptions of
anharmonic effects in flat crystalline membranes [24] is a classical theory, mostly aimed
at describing biological and lipidic membranes. A simple estimation of graphene’s
Debye temperature gives us TD ∼ 1000 K and as such it is doubtful that a classical
theory is suitable to describe the lattice dynamics of graphene and other 2D crystal
even at room temperature. It is therefore necessary to perform a study of anharmonic
effects within a quantum mechanical approach.
In this chapter, we study the properties of flat crystalline membranes in the low tem-

perature, quantum regime, analysing how anharmonic effects lead to a reconstruction
of the dispersion relations of acoustic phonons and how this impacts thermodynamic
properties in the low temperature limit. The chapter is organized as follows. In Sec-
tion 2.2 we make a brief review of the standard classical theory for flat crystalline
membranes, which will pave the way for the discussion of quantum effects (for a more
general an in-depth discussion on the physics of classical membranes the reader is re-

1 We will see in the next chapter that coupling to the substrate quenches the out-of-plane displacements
and strongly hybridizes them with substrate modes



12 free quantum crystalline membranes

ferred to Refs. [24, 77, 78]). The classical theory of crystalline membranes is quantized
in Section 2.3. The effect of anharmonicity in the dispersion relation of long wave-
length acoustic phonons is studied. In Section 2.4, the effect of anharmonicity in the
the low temperature thermodynamic properties of thermal expansion and specific heat
is studied. Finally, in Section 2.5 the results of this chapter are analysed and discussed.

2.2 review of the classical theory of free crystalline mem-
branes

Within the description of lattice dynamics, the degrees of freedom are the positions of
the atoms that form the crystal. We label the atoms by an index n and each atom
has a position given by ~Rn, a 3D vector. The theory describing the crystal must be
invariant under rigid translations and rotations of the atomic positions. Therefore,
the classical Hamiltonian can only the a function of inner products of quantities like
~Rn − ~Rm. Focusing on low energy, long wavelength properties and assuming that the
forces between atoms are short ranged we can use a continuous description of the crystal.
To do this we consider a virtual reference crystal with atomic positions given by xn
and label the atomic positions ~Rn by this reference position, which is promoted to a
continuous variable, xn → x. Assuming ~Rn varies smoothly, which will be true for
acoustic lattice vibrations, we can write ~Rn− ~Rm ' τ in,m∂i ~R(x), where τn,m = xn−xm
and the latin indice runs over the spacial dimensions of the membrane. We are using
Einstein’s convention, with summation over repeated indices implied. To lowest order
in ∂i ~R(x) and its derivatives, Paczuski, Kardar and Nelson [64] proposed the classical
Hamiltonian to describe 2D crystalline membranes2

HPKN =
1

2

∫
d2xκijkl∂i∂j ~R · ∂k∂l ~R

+
1

8

∫
d2xcijkl

(
∂i ~R · ∂j ~R− δij

)(
∂k ~R · ∂l ~R− δkl

)
, (2.9)

where the first term is a bending energy term, describing resistance of the membrane
to being curved, with κijkl the bending rigidity tensor; and the second is a stretching
energy term, describing resistance of the membrane against in-plane compression/ex-
tension and shearing, with cijkl the stiffness, or elastic moduli, tensor. These tensors
obey the symmetries

cijkl = cklij = cjikl, (2.10)

and similarly for κijkl. Equation (2.9) is clearly invariant under rigid translations and
rotations of the ~R(x) variables. The structure of the tensors κijkl and cijkl depends on
the underlying symmetries of the membrane’s crystalline structure. We will focus on
crystalline membranes with hexagonal symmetry, such as graphene, in which case cijkl

must have the form [79]

cijkl = λδijδkl + µ
(
δikδjl + δilδjk

)
, (2.11)

where λ and µ are 2D Lamé coefficients. We point out that this form of the elastic
moduli tensor is the same as for an isotropic system. For a system with hexagonal

2 Originally this Hamiltonian was proposed to study the crumpling transition of a generic membrane
with D dimensions embedded in a d dimensional space. We will restrict ourselves to the physical case,
D = 2 and d = 3.
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symmetry κijkl must have the same form as Eq. (2.11), but by using integration by
parts and ignoring surface terms we can write

κijkl = κδijδkl. (2.12)

For a flat membrane, it is possible to write the position of the atoms in a Monge
representation as

~R(x) = (x + u(x), h(x)) (2.13)

where x is the equilibrium position of the atom, u(x) is the in-plane displacement
vector and h(x) is an out-of-plane displacement. Therefore, Eq. (2.9) becomes

HPKN =
1

2

∫
d2x

(
κ
[(
∂2u

)2
+
(
∂2h

)2]
+ cijklεijεkl

)
. (2.14)

where εij is the full strain tensor

εij =
1

2
(∂iuj + ∂jui + ∂ih∂jh+ ∂iu · ∂ju) . (2.15)

When studying the flat phase of the membrane it is a common approximation to neglect
the bending contribution from the in-plane phonons,

(
∂2u

)2, and the quadratic term in
u in the strain tensor Eq. (2.15) [23, 66]. Doing this one obtains the thin plate classical
Hamiltonian

H [u, h] =
1

2

∫
d2x

(
κ
(
∂2h

)2
+ cijklγijγkl

)
, (2.16)

with
γij =

1

2
(∂iuj + ∂jui + ∂ih∂jh) , (2.17)

the relevant strain tensor. Notice that in Eq. (2.16), and (2.14), the out-of-plane
displacement field only occurs in even powers. This is due to the fact that a flat
membrane is invariant under the mirror symmetries z → −z. We also point out that
the classical Hamiltonian Eq. (2.16) has the same form as Landau’s free energy for thin
plates [79]. However, one should notice that while for a thin plate the bending rigidity
is related to the Young’s modulus, Y3D, and Poisson’s ratio, ν3D, of the bulk material
and to its thickness, ∆h, by

κ =
for plates

Y3D (∆h)3

12
(
1− ν2

3D

) , (2.18)

no such relation should exist for a crystalline membrane, as it is not possible to properly
define the thickness of a 2D crystal. Therefore, in a crystalline membrane, the bending
rigidity and the in-plane elastic constants are to be understood as independent param-
eters. Equation (2.16) is the minimal model that includes the coupling of in-plane and
out-of-plane displacements and is the starting point for the study of anharmonic effects
in a membrane. But first, we will analyse the harmonic theory.

2.2.1 Harmonic theory

A crystalline membrane supports three acoustic lattice vibration modes: two in-plane
modes, which in an isotropic membrane can be classified as longitudinal and transverse,
and one out-of-plane mode. In order to study these modes at harmonic level, we neglect
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κ [eV] λ [eV Å−2] µ [eV Å−2] vL [m/s] vT [m/s]

T = 0 K 0.82 3.25 9.44 2.15× 104 1.41× 104

T = 300 K 1.1 2.57 9.95 2.17× 104 1.44× 104

Table 2.1: Typical elastics constant for graphene at T = 0 and at T = 300 K. Taken from
Ref. [80]. The in-plane phonon velocities were calculated using a graphene mass
density of ρ/~2 = 1104 eVÅ−2.

the term ∂ih∂jh in Eq. (2.17), such that the classical Hamiltonian Eq. (2.16) becomes
quadratic in the displacement variables reading

H0 [u, h] =
1

2

∫
d2x

(
κ
(
∂2h

)2
+ λ (∂iui)

2 + µ (∂iuj∂iuj + ∂iuj∂jui)
)
, (2.19)

and the in-plane and out-of-plane displacement variables are completely decoupled.
Writing the displacement fields in Fourier components

h(x) =
1√
A

∑
q

eiq·xhq, (2.20)

ui(x) =
1√
A

∑
q

eiq·xuiq, (2.21)

where A is the area of the membrane, the quadratic Hamiltonian is given by

H0 [u, h] =
1

2

∑
q

(
κ |q|4 hqh−q +

[
(λ+ µ) δij |q|2 + µqiqj

]
uiqu

j
−q

)
. (2.22)

We define the equal-time classical phonon correlation functions as

D0
F,q = 〈hqh−q〉0 , (2.23)

D0,ij
uu,q =

〈
uiqu

j
−q

〉
0
, (2.24)

where where 〈...〉0 represents a classical thermodynamic average with respect to the
Hamiltonian Eq. (2.19), which is defined as

〈...〉0 =

∫
D [u, h] ...e−βH0[u,h]∫
D [u, h] e−βH0[u,h]

, (2.25)

with β−1 = kBT , and D [u, h] is the functional integration measure. Since Eq. (2.19) is
quadratic, using Gaussian integration we obtain, in accordance with the equipartition
theorem,

D0
F,q =

kBT

κ |q|4
, (2.26)

D0,ij
uu,q = D0

L,qP
ij
L,q +D0

T,qP
ij
T,q, (2.27)

where, using isotropy, we have decomposed D0,ij
uu,q into longitudinal and transverse com-

ponents, with respect to the direction defined by the wavevector q, and introduced the
longitudinal/transverse projectors P ijL/T,q

P ijL,q =
qiqj

|q|2
, P ijT,q = δij − qiqj

|q|2
, (2.28)
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and D0
L/T,q are the correlation functions for the longitudinal/transverse in-plane dis-

placements

D0
L,q =

kBT

(λ+ 2µ) |q|2
, D0

T,q =
kBT

µ |q|2
. (2.29)

From Eq. (2.22) one can also obtain the dynamics of the displacement field. Accord-
ing to the Euler-Lagrange equations we have

ρḧq = − δH0

δh−q
, (2.30)

ρüiq = − δH0

δui−q
, (2.31)

where ρ is the mass density of the membrane. Therefore, we obtain the dispersion
relations for the out-of-plane, flexural or some times capillary, phonons

ωF,q =

√
κ

ρ
|q|2 , (2.32)

while for the in-plane longitudinal and transverse phonons we obtain

ωL,q = vL |q| , (2.33)
ωT,q = vT |q| , (2.34)

where vL =
√

(λ+2µ) /ρ and vT =
√
µ/ρ are the in-plane longitudinal and trans-

verse sound velocities. Typical graphene values for the bending rigidity, in-plane Lamé
coefficients and sound velocities are provided in Table (2.1).
Using these results we obtain that for the harmonic theory, in-plane correlation func-

tions behave just like in the case for a purely 2D crystal. For the out-of-plane fluctua-
tions we obtain〈

(h(x)− h(0))2
〉

0
= 2

∫
d2q

(2π)2 〈hqh−q〉0 (1− cos (q · x))

' 2

∫
2π/|x|

d2q

(2π)2 〈hqh−q〉

∼ |x|2 , (2.35)

The fact that the the out-of-plane displacement between two points of the membrane
scales linearly with their separation, shows that a flat phase within the harmonic theory
is impossible and the membrane is always in a crumpled phase. If one also looks at the
local normal of the membrane which is approximately given by n(x) ' ez−∇h(x), the
normal-normal correlation function reads〈

(δn(x)− δn(0))2
〉

0
' 2

∫
d2q

(2π)2 |q|
2 〈hqh−q〉0 (1− cos (q · x))

∼ log

(
|x|
a

)
. (2.36)

and therefore there is also no long range out-of-plane orientational order. We will see
that inclusion of anharmonic effects fixes this pathology.
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(a) (b)

(c)

= -

Figure 2.1: Diagrammatic Feynman rules for the anharmonic theory of crystalline membranes:
(a) interaction vertex for the cubic interaction of Eq. (2.38); (b) interaction ver-
tex for the quartic interaction of Eq. (2.39); (c) effective quartic interaction be-
tween out-of-plane displacements, Eq. (2.44). The solid straight and wavy lines
represents, respectively, in-plane and out-of-plane displacement propagators. The
dashed straight line represents the quartic interaction of Eq. (2.39) and the coil
shaped line represents the effective quartic interaction of Eq. (2.44).

2.2.2 Anharmonic effects

Notice that the inclusion of the term ∂ih∂jh in the relevant strain tensor γij , Eq (2.17),
makes the classical Hamiltonian Eq. (2.16) an interacting one. We can split the inter-
acting Hamiltonian as

H [u, h] = H(0) [u, h] +H(3)
int [u, h] +H(4)

int [h] , (2.37)

where H0 [u, h] is the quadratic part of the Hamiltonian, given by Eq. (2.19) or (2.22),
and H(3)

int [u, h] together with H(4)
int [h] are interaction terms which read

H(3)
int [u, h] =

1

2

∫
d2xcijkl∂iuj (∂kh∂lh) , (2.38)

H(4)
int [h] =

1

8

∫
d2xcijkl (∂ih∂jh) (∂kh∂lh) . (2.39)

The term H(3)
int [u, h] is a cubic interaction term that couples the in-plane displacement

field with the out-of-plane displacement field and H(4)
int [h] is a quartic interaction in-

volving only the out-of-plane displacements. These interaction terms are represented
diagrammatically in Fig. 2.1(a) and (b). The partition function of the membrane is
given by

Z =

∫
D [u, h] e−βH[u,h]. (2.40)

Notice, that although H [u, h] describes an interacting system, it is still quadratic in
the in-plane displacement field. In this situation it is possible, and useful, to integrate
out the in-plane displacements exactly, in order to obtain a theory that only involves
the out-of-plane displacements [23]. Using the general property of Gaussian integration
Eq. (2.5), it is possible to write the partition function of the membrane as

Z = Zu,0

∫
D [h] e−βHeff[h], (2.41)
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where Zu,0 is the partition function for the non-interacting in-plane displacement, which
is just an unimportant multiplicative factor, and Heff [h] is the effective classical Hamil-
tonian for the out-of-plane displacements, which reads

Heff [h] = H(0) [h] +H(4)
eff [h] , (2.42)

where H(0) [h] is the part of H(0) [u, h] only involving the out-of-plane displacement and
H(4)

eff [h] is the effective interaction Hamiltonian which reads

H(4)
eff [h] =

1

8

∫
d2x

∫
d2x′ (∂ih∂jh) (x)Rijkl(x,x′) (∂kh∂lh) (x′), (2.43)

where the effective quartic interaction between the out-of-plane displacements is given
by

Rijkl(x,x′) = cijklδ(2)
(
x− x′

)
− ciji′j′

〈
ui′j′(x)uk′l′(x

′)
〉

0
ck
′l′kl, (2.44)

with uij(x) = (∂iuj(x) + ∂jui(x)) /2 the linear strain tensor and 〈uij(x)ukl(x
′)〉0 its

corresponding correlation function. The effective quartic interaction is represented di-
agrammatically in Fig. 2.1(c). The first term of Rijkl(x,x′) corresponds to the local
quartic interaction from Eq. (2.39), while the second term corresponds to a non-local
interaction that is mediated by the in-plane displacements. In terms of Fourier compo-
nents Eq. (2.43) is given by

H(4)
eff [h] =

1

8A

∑
q,q′,p

Rijklp (q + p)i qj
(
q′ − p

)
k
q′lhq+ph−qhq′−ph−q′ , (2.45)

with the effective interaction written in Fourier components as

Rijklp = cijkl − ciji′j′
〈
ui′j′,puk′l′,−p

〉
0
ck
′l′kl. (2.46)

It is important to treat the cases with p = 0 and p 6= 0 differently [24], which involve,
respectively, homogeneous deformations and fluctuating (phonon) displacements. First
we notice that according to general linear response theory, see Appendix B, the quantity
〈uij,pukl,−p〉0 is the response function due to an applied in-plane stress, σijp . Therefore,
in the presence of an applied in-plane stress, the in-plane displacement is given by

〈uij,p〉0 = 〈uij,pukl,−p〉0 σ
kl
p . (2.47)

The p = 0 case describes the homogeneous distortion due to an homogeneous strain ten-
sor. The homogeneous stress-strain constitutive relation in linear elasticity is described
by the stiffness tensor, cijkl, as

σij = cijklukl. (2.48)

The inverse relation is expressed in terms of the compliance tensor, c−1
ijkl, as

uij = c−1
ijklσ

kl, (2.49)

with the compliance tensor defined as the inverse of the stiffness tensor,

c−1
ijklc

klmn =
1

2
(δimδjn + δinδjm) . (2.50)
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(a) (b)

Figure 2.2: Feynman diagrams contributing to the out-of-plane displacement self-energy to
lowest order in perturbation theory. (a) Fock diagram that leads to the self-energy
in Eq. (2.57). (b) Hartree diagram. This kind of diagram does not occur due to
the exclusion of the p = 0 case in Eq. (2.55).

For an isotropic 2D crystal the compliance tensor is expressed in terms of the Lamé
coefficients as

c−1
ijkl = − λ

4µ (λ+ µ)
δijδkl +

1

4µ
(δikδjl + δilδjk) . (2.51)

Therefore, comparing Eqs. (2.47) and (2.49) we identify

〈uij,0ukl,0〉0 = c−1
ijkl. (2.52)

Therefore, we obtain

Rijkl0 = cijkl − ciji′j′c−1
i′j′k′l′c

k′l′kl = 0. (2.53)

For p 6= 0, the in-plane strain-strain correlation function can be expressed in terms
of the phonon correlation functions Eqs. (2.29). Performing all the contractions, the
following result is obtained

Rq,q′,p = Rijklp (q + p)i qj
(
q′ − p

)
k
q′l

= Y2D
(q× p)2

z

|p|2
(q′ × p)2

z

|p|2
, (2.54)

where Y2D = 4µ (λ+ µ) / (λ+ 2µ) is the 2D Young modulus. Therefore, the effective
quartic interaction Hamiltonian, H(4)

eff [h], can be written as

H(4)
eff [h] =

1

8A

∑
q,q′

p6=0

Y2D
(q× p)2

z

|p|2
(q′ × p)2

z

|p|2
hq+ph−qhq′−ph−q′ . (2.55)

Due to presence of interactions in the classical Hamiltonian (2.37), the out-of-plane
correlation function is no longer given by Eq. (2.26), but is instead given by the Dyson
equation

DF,q = D0
F,q −D0

F,qβΣF,qDF,q, (2.56)

where DF,q is the exact correlation function and ΣF,q is the out-of-plane displacement
self-energy, which encodes the effect of interactions. The inverse temperature factor was
introduced for latter convenience, when comparing with the quantum case. Since DF,q

only involves out-of-plane variables, we can use the effective interaction Hamiltonian
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= +

Figure 2.3: Diagrammatic representation of the Nelson and Peliti SCBA for crystalline mem-
branes [23]. The double straight line represents the full out-of-plane correlation
function, DF,q. The self-energy is computed using the full out-of-plane correlation
function.

(2.55) to compute ΣF,q. The lowest order contribution to the self-energy is given by
the Fock diagram represented in Fig. 2.2(a), which translates into

βΣ
(0)
F,q =

Y2D

A

∑
p

(q× p)2
z

|p|2
(q× p)2

z

|p|2
βD0

F,q+p, (2.57)

The fact that the p = 0 case is excluded from Eq. (2.55) means that in a diagram-
matic perturbative expansion of the self-energy, ΣF,q, Hartree diagrams, like the one
in Fig. 2.2(b), do not occur. Using Eq. (2.26) and transforming the sum in momentum
into an integration, the self-energy is computed yielding

Σ
(0)
F,q = Y2DkBT |q|4

∫
d2p

(2π)2

sin4 θq,p

κ |q + p|4

=
3Y2DkBT

16πκ
|q|2 . (2.58)

The obtained self-energy behaves as |q|2, while the inverse bare propagator behaves as(
D0
F,q

)−1
∝ |q|4. In order for perturbation theory to be valid, the self-energy correction

to the correlation function should be smaller than the inverse bare correlation function.
Therefore, Eq. (2.58) shows that at low enough momenta perturbation theory breaks
down and the crystalline membrane theory becomes strongly coupled. Using a Ginzburg
argument we can estimate the momentum scale, kc, bellow which perturbation theory
breaks down by comparing [24, 81–83](

D0
F,kc

)−1 ' βΣ
(0)
F,kc

, (2.59)

from which we obtain

kc '
√

3Y2DkBT

16πκ2
. (2.60)

Using typical graphene values we obtain kc ' 0.17Å−1. This cross-over momentum
also corresponds to a critical size of the membrane, Lc = 2π/kc, above which it will
display strong anharmonic effects. For graphene we obtain Lc ' 6Å.
In order to obtain a non-perturbative result, Nelson and Peliti [23] proposed a self-

consistent Born approximation (SCBA) theory for the out-of-plane propagator. Neglect-
ing dressing of the effective interaction Eq. (2.55), a self-consistent theory is obtained
by replacing the bare out-of-plane correlation function, D0

F,q+p, by the full one, DF,q+p,
in Eq. (2.57), obtaining

βΣSCBA
F,q =

Y2D

A

∑
p

(q× p)2
z

|p|2
(q× p)2

z

|p|2
βDF,q+p, (2.61)
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= +

= +

Figure 2.4: Diagrammatic representation of the SCSA for crystalline membranes. The double
straight line represents the full out-of-plane propagator, DF,q, while the double coil
line, represents the screened effective quartic interaction, which is described by the
effective Young’s modulus. These diagrammatic equations lead to Eqs. (2.68) and
(2.69).

and using the Dyson equation (2.56) the full correlation function is given by

DF,q =
kBT

κ |q|4 + ΣSCBA
F,q

. (2.62)

The SCBA is represented in terms of Feynman diagrams in Fig. 2.3. In the light of the
perturbative result, Eq. (2.58), it is assumed that ΣF,q � κ |q|4 and it is furthermore
assumed a power law dependence of ΣF,q on momentum, ΣF,q ∼ κqηh0 |q|

4−ηh , with ηh
and anomalous exponent and q0 some intrinsic momentum scale. Therefore, the full
correlation function is approximated by the self-energy contribution

DF,q ∼
kBT

κqηh0 |q|
4−ηh . (2.63)

Inserting the previous expression into Eq. (2.61), it is obtained

βκqηh0 |q|
4−ηh ∼ Y2D

2πκqηh0

|q|2+ηh , (2.64)

which can only be satisfied provided 4 − ηh = 2 + ηh, which gives us the Nelson and
Peliti result: ηh = 1. The previous equation also implies that the momentum scale q0

must be of the order of [83]

q0 ∼
√
Y2DkBT

2πκ2
(2.65)

This correction to the out-of-plane correlation function can be interpreted as a dressing
of the bending rigidity by anharmonic effects which make it momentum dependent. We
can therefore write

DF,q =
kBT

κeff(q) |q|4
, (2.66)

with the effective, momentum dependent, bending rigidity being given by

κeff(q) ∼ κ
(
q0

|q|

)ηh
. (2.67)
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The SCBA neglects the effects of interactions to the in-plane elastic constants. These
can be seen as a screening of the effective interaction Eq. (2.55). Taking these effects
into account results in the self-consistent screening approximation (SCSA) [70, 84]

βΣSCSA
F,q =

1

A

∑
p

Y SCSA
2D,eff (p)

(q× p)2
z

|p|2
(q× p)2

z

|p|2
βDF,q+p, (2.68)

where the effective Young’s modulus is given by the screening equation

Y SCSA
2D,eff (p) = Y2D − Y SCBA

2D,eff (p)
Y2D

2A

∑
q

(q× p)2
z

|p|2
(q× p)2

z

|p|2
βDF,q+pβDF,q. (2.69)

These equations are represented diagrammatically in Fig. 2.4. The SCSA equations,
Eqs. (2.68) and (2.69) , must be solved self-consistently. But even without solving them,
some important information can be extracted from these equations. Assuming that for
long wavelengths we have a scaling behaviour

D−1
F,q ' βΣSCSA

F,q ∼ |q|4−ηh , (2.70)

Y SCSA
2D,eff (q) ∼ |q|ηu , (2.71)

where ηu is another anomalous exponent, and that the integral in Eq. (2.68) is domi-
nated by values with small p, from dimensional analysis it can be seen that Eq. (2.68)
is only compatible with Eqs. (2.70) and (2.71) provided [70]

ηu = 2− 2ηh. (2.72)

The same relation can be obtained from Eq. (2.69). We see that the Nelson and Peliti
result, ηh = 1, implies ηu = 0, as it should since that result was obtained ignoring pos-
sible screening effects. The relation between exponents Eq. (2.72) is the particular case
of a more general result for a D–dimensional membrane embedded in a d–dimensional
space (d > D): ηu = 4−D−2ηh [25, 66]. The SCSA equations were solved analytically
in the scaling limit [84] yielding a value of ηh ' 0.821, which through Eq. (2.72) implies
ηu ' 0.358. These exponents have also been computed using perturbative renormal-
ization group calculations [66], functional renormalization group calculations [85–88],
molecular dynamics [89] and Monte Carlo simulations [90–94] with obtained values for
ηh ranging from 0.72 to 0.85. The anomalous momentum dependence of the effective
Young modulus is also shared by the in-plane elastic constants [66]. Therefore, as said
in the introduction of this chapter, in a free crystalline membrane anharmonic effects
make both the bending rigidity and the in-plane elastic constant momentum (or scale)
dependent as

κeff(q) ∼ |q|−ηh , (2.73)
λeff(q), µeff(q) ∼ |q|ηu , (2.74)

with both ηh > 0 and ηu > 0. This implies that the out-of-plane and normal-normal
correlation functions in real space scale with distance as〈

(h(x)− h(0))2
〉
∼ |x|2−ηh , (2.75)〈

(δn(x)− δn(0))2
〉
∼ |x|−ηh , (2.76)
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showing that anharmonic effects lead to a suppression of the out-of-plane fluctuations
and restore the long range ordering of the local normals. At the same time, in-plane
ordering is further destroyed and instead of the logarithmic behaviour of the in-plane
correlation functions, Eq. (2.2), we obtain〈

(u(x)− u(0))2
〉
∼ |x|ηu . (2.77)

Nevertheless, if we focus on the quantity〈
(∂iuj(x)− ∂iuj(0))2

〉
∼ |x|ηu−2 , (2.78)

we can see that in-plane orientational order is still preserved [25] provided ηu < 2.
According to Eq. (2.72), ηu < 2 also implies that ηh > 0, and therefore provided ηh > 0
both in-plane and out-of-plane orientational orders are preserved.
Now that we have discussed the basics of physics of classical free crystalline mem-

branes, we are in a position to discuss the quantum problem.

2.3 quantum theory of free crystalline membranes

In order to access the possible importance of quantum effects in the properties of
a crystalline membrane we estimate its Debye temperature. Due to the fact that a
crystalline membrane has three acoustic phonons, we can also estimate three Debye
temperatures by

TD,ζ =
~ωζ,qD
kB

, (2.79)

with ζ = F,L, T indicating, respectively, the flexural, in-plane longitudinal and in-
plane transverse phonon mode with dispersion relations given by Eqs. (2.32), (2.33)
and (2.34); and qD =

√
4π/Acell being the Debye momentum of the 2D crystal, with

Acell its unit cell area. For graphene we have Acell =
√

3a2
g/2, with ag = 2.46Å its lattice

constant, giving us qD ' 1.5Å−1. We therefore estimate the Debye temperatures for
graphene as TD,L ' 2500 K, TD,T ' 1700 K and TD,F ' 880 K. This simple estimation
indicates that, at least for graphene, quantum effects should play an important role for
all the acoustic modes even at room temperature.
In order to take quantum effects into account, and since we will be interested mostly

in equilibrium quantities, we proceed to quantize the classical theory defined by the
classical Hamiltonian Eq. (2.37) using the Matsubara imaginary time path integral
formalism (see Ref. [55] for a good introduction on the formalism). The partition
function of the quantum crystalline membrane is expressed as

Z =

∫
D [u, h] e−SE [u,h], (2.80)

where SE [u, h] is the Euclidean action of the membrane, which is obtained by adding
a imaginary time kinetic energy term to the classical Hamiltonian, Eq. (2.16), being
given by

SE [u, h] =
1

2

∫ β

0
dτ

∫
d2xρ

[
(∂τu)2 + (∂τh)2

]
+

1

2

∫ β

0
dτ

∫
d2x

[
κ
(
∂2h

)2
+ cijklγijγkl

]
. (2.81)
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As before in the classical case, γij is the relevant strain tensor given by Eq. (2.17).
The displacement fields are now a function of both the spacial coordinate, x, and
the imaginary time, 0 < τ < β: u = u(τ,x) and h = h(τ,x). The first line in
Eq. (2.81) is the imaginary time kinetic energy term which takes into account quantum
fluctuations. By neglecting this term the classical partition function, Eq. (2.40), is
recovered. Expectation values of variables are computed as

〈...〉 =

∫
D [u, h] ...e−SE [u,h]∫
D [u, h] e−SE [u,h]

. (2.82)

Just like for the classical Hamiltonian, we can split the Euclidean action into quadratic,
cubic and quartic parts as

SE [u, h] = S(0)
E [u] + S(0)

E [h] + S(3)
E,int [u, h] + S(4)

E,int [h] , (2.83)

where the quadratic part of the action is given by

S(0)
E [u] =

1

2

∫ β

0
dτ

∫
d2x

[
ρ (∂τu)2 + cijkl∂iuj∂kul

]
, (2.84)

S(0)
E [h] =

1

2

∫ β

0
dτ

∫
d2x

[
ρ (∂τh)2 + κ

(
∂2h

)2]
, (2.85)

and the cubic and quartic interaction terms are given by

S(3)
E,int [u, h] =

1

2

∫ β

0
dτ

∫
d2xcijkl∂iuj (∂kh∂lh) , (2.86)

S(4)
E,int [h] =

1

8

∫ β

0
dτ

∫
d2xcijkl (∂ih∂jh) (∂kh∂lh) . (2.87)

Writing the displacement fields in terms of Fourier components

h(τ,x) =
1√
βA

∑
q̃

hq̃e
−iqnτeiq·x, (2.88)

u(τ,x) =
1√
βA

∑
q̃

uq̃e
−iqnτeiq·x, (2.89)

where we have written q̃ = (iqn,q), with qn = 2πn/β bosonic Matsubara frequencies
defined such that O(τ + β) = O(τ) for O a bosonic operator. In terms of Fourier
components, and for an isotropic crystalline membrane, the quadratic action becomes

S(0)
E [h] =

1

2

∑
q̃

hq̃

[
−ρ (iqn)2 + κ |q|4

]
h−q̃. (2.90)

S(0)
E [u] =

1

2

∑
q̃

uiq̃

[
−ρ (iqn)2 + (λ+ µ) δij |q|2 + µqiqj

]
uj−q̃. (2.91)

The interaction terms of the action can be written as

S(3)
E,int [u, h] =

i

2
√
βA

∑
q̃,p̃

uip̃c
ijklpj (q − p)k qlhq̃−p̃h−q̃, (2.92)

S(4)
E,int [h] =

1

8βA

∑
q̃,q̃′,p̃

cijkl (q + p)i qj
(
q′ − p

)
k
q′lhq̃+p̃h−q̃hq̃′−p̃h−q̃′ . (2.93)

We are now in a position to study the anharmonic theory for crystalline membranes
taking into account quantum mechanical effects.
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2.3.1 Anharmonic effects: perturbative calculation

The Matsubara Green’s functions for the in-plane and flexural phonons are defined as

DF,q̃ = −〈hq̃h−q̃〉 , (2.94)

Dij
uu,q̃ = −

〈
uiq̃u

j
−q̃

〉
. (2.95)

Ignoring interaction terms, the bare Green’s function can be read from the quadratic
action, Eqs. (2.90) and (2.91), giving us

D0
F,q̃ =

1

ρ (iqn)2 − ρω2
F,q

, (2.96)

D0
L/T,q̃ =

1

ρ (iqn)2 − ρω2
L/T,q

. (2.97)

Just like in the classical case, Dij
uu,q̃ is decomposed into longitudinal and transverse

components and the bare dispersion relations are given by Eqs. (2.32)-(2.34). The
corresponding retarded Green’s functions are obtained via analytic continuation iqn →
ω+ i0+, where 0+ is an infinitesimal, positive constant (see Appendix (A.2)), giving us

DR,0
F,q(ω) =

1

ρω2 − ρω2
F,q + isgn(ω)0+

, (2.98)

DR,0
L/T,q(ω) =

1

ρω2 − ρω2
L/T,q + isgn(ω)0+

. (2.99)

The classical correlation functions (2.26) and (2.27) are obtained as the high tempera-
ture limit of

〈hq(τ)h−q(0)〉0 = − 1

β

∑
iqn

D0
F,q̃e

−iqnτ ,

〈
uiq(τ)uj−q(0)

〉
0

= − 1

β

∑
iqn

Dij,0
uu,q̃e

−iqnτ , (2.100)

for τ = 0. In the limit T → ∞, only the qn = 0 term contributes to the sum over
Matsubara frequencies and we recover Eqs. (2.26) and (2.29).
Now we wish to study the effect of the interaction terms Eqs. (2.86) and (2.87). In

the interacting theory, the Matsubara Green’s functions, Eqs (2.94) and (2.95), obey
the Dyson equations

DF,q̃ = D0
F,q̃ +D0

F,q̃ΣF,q̃DF,q̃, (2.101)

Dij
uu,q̃ = D0,ij

uu,q̃ +D0,ik
uu,q̃Σkl

uu,q̃D
lj
uu,q̃, (2.102)

where ΣF,q̃ and Σij
F,q̃ are, respectively, the self-energies of the flexural and in-plane

phonon modes. Due to the fact that the interaction terms of the Euclidean action,
Eqs. (2.86) and (2.87), have the same structure as their classical counterparts, Eqs. (2.38)
and (2.39), the perturbative evaluation of the self-energies in the quantum case has the
same diagrammatic structure as in the classical theory, with interactions still being
represented diagrammatically as in Fig. 2.1. It is our aim to evaluate the phonon
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self-energies in the long wavelength, low energy limit in order to study the possible
reconstruction of the phonons dispersion relation, which is given by

Ω2
ζ,q = ω2

ζ,q + ReΣR
ζ,q(ωζ,q)/ρ, (2.103)

where ΣR
ζ,q(ω) is the retarded self-energy, which can be obtained from the Matsubara

self-energy, Σζ,q̃ = Σζ,q(iqn) by the analytic continuation iqn → ω + i0+.

2.3.1.1 Flexural phonon self-energy

In order to study the correction to the flexural phonon Green’s function, it is useful to
first integrate out the in-plane phonons. The advantage of the path integral formalism
is that the calculation follows the exact same steps as in the classical case. After
integrating out the in-plane modes, the quantum partition function becomes

Z = Zu,0

∫
D[h]e−SE,eff[h], (2.104)

where Zu,0 is the partition function for the non-interacting in-plane modes and Seff [h]
is the effective Euclidean action, which is given by

SE,eff [h] = S(0)
E [h] + S(4)

E,eff [h] , (2.105)

where S(4)
E,eff [h] describes the effective interaction for the flexural phonons, which in

terms of Fourier components is given by

S(4)
E,eff [h] =

1

8βA

∑
q̃,q̃′

p̃6=0

Rijklp̃ (q + p)i qj
(
q′ − p

)
k
q′lhq̃+p̃h−q̃hq̃′−p̃h−q̃′ , (2.106)

with Rijklp̃ the effective interaction for the flexural phonons

Rijklp̃ = cijkl − ciji′j′
〈
ui′j′,p̃uk′l′,−p̃

〉
0
ck
′l′kl. (2.107)

Just as in the classical case the first term of Eq. (2.107) is due to the local direct interac-
tion, Eq. (2.93), while the second term is an in-plane phonon mediated interaction. For
the same reasons as in the classical case, for processes where the exchanged momentum
and Matsubara frequency are zero, p̃ = 0̃, the direct quartic interaction is cancelled by
the interaction mediated by the in-plane phonons, Rijkl

p̃=0̃
= 0, and therefore we have

explicitly excluded these processes from Eq. (2.106). Therefore, the effective interac-
tion in the quantum case as the same formal structure as the one in the classical case,
Eq. (2.46), with the only difference that now the average 〈〉0 represents a quantum
thermodynamic average. However, while in the classical case the contraction of the
effective interaction tensor with the momenta of the flexural phonons gave origin to a
very simple result, Eq. (2.55), the situation will now be more complex. First we no-
tice that the effective interaction tensor Rijklp̃ has the same symmetries as the stiffness
tensor, (2.10), namely

Rijklp̃ = Rklijp̃ = Rjiklp̃ . (2.108)

For an isotropic membrane a forth order tensor that is a function of the wavevector p
can be expressed in terms of the longitudinal and transverse projectors, P ijL,p and P ijT,p.
In a space of arbitrary dimensionality there are 5 independent components for such a
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tensor with the symmetry Eq. (2.108) that can be expressed just in terms of P ijL,p and
P ijT,p. The five possible combinations of the projection tensors are

P ijL,pP
kl
L,p,

P ijT,pP
kl
T,p,

P ikT,pP
jl
T,p + P ilT,pP

jk
T,p,

P ijL,pP
kl
T,p + P ijT,pP

kl
L,p,

P ikL,pP
jl
T,p + P jkL,pP

il
T,p + P ilL,pP

jk
T,p + P jlL,pP

ik
T,p.

In terms of these projectors we can write for p̃ 6= 0

−〈uij,p̃ukl,−p̃〉0 =
1

2
|p|2D0

L,p̃

(
P ikL,pP

jl
L,p + P jkL,pP

il
L,p

)
+

1

2
|p|2D0

T,p̃

(
P ikL,pP

jl
T,p + P jkL,pP

il
T,p

)
, (2.109)

such that

− ciji′j′
〈
ui′j′,p̃uk′l′,−p̃

〉
0
ck
′l′kl =

= λ2 |p|2D0
L,p̃P

T
ij,pP

T
kl,p + (λ+ 2µ)2 |p|2D0

L,p̃P
L
ij,pP

L
kl,p

λ (λ+ 2µ) |p|2D0
L,p̃

(
PLij,pP

T
kl,p + (ij ↔ kl)

)
+ µ2 |p|2D0

T,p̃

(
P Tik,pP

L
jl,p + (i↔ j) + (k ↔ l) + (ik ↔ jl)

)
. (2.110)

We also notice that the stiffness tensor can be written in terms of P ijL,p and P ijT,p as

cijkl = λP ijT,pP
kl
T,p + µ

(
P ikT,pP

jl
T,p + (i↔ j)

)
+ (λ+ 2µ)P ijL,pP

kl
L,p + λ

(
P ijT,pP

kl
L,p + (ij ↔ kl)

)
+ µ

(
P ikT,pP

jl
L,p + (i↔ j) + (k ↔ l) + (ik ↔ jl)

)
. (2.111)

We now notice that in 2D we can introduce a basis
{
e‖,p, e⊥,p

}
, with e‖,p = p/ |p| and

e⊥,p = ez × e‖,p, such that the projection operators can be written as

P ijL,p = ei‖,pe
j
‖,p, (2.112)

P ijT,p = ei⊥,pe
j
⊥,p. (2.113)

With this, it is easy to see that in 2D P ikT,pP
jl
T,p + P ilT,pP

jk
T,p = 2P ijT,pP

kl
T,p. Therefore, in

2D Rijklp̃ only has four independent components. We can thus write Rijklp̃ in terms of
the

{
e‖,p, e⊥,p

}
basis as

Rijklp̃ = R⊥⊥⊥⊥p̃ ei⊥,pe
j
⊥,pe

k
⊥,pe

l
⊥,p +R‖‖‖‖p̃ ei‖,pe

j
‖,pe

k
‖,pe

l
‖,p

+R⊥⊥‖‖p̃

(
ei⊥,pe

j
⊥,pe

k
‖,pe

l
‖,p + (ij ↔ kl)

)
+R⊥‖⊥‖p̃

(
ei⊥,pe

j
‖,pe

k
⊥,pe

l
‖,p + (i↔ j) + (k ↔ l) + (ik ↔ jl)

)
. (2.114)
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Summing up the two contributions to the effective interaction, Eqs. (2.110) and (2.111),
the different components of Rijklp̃ are given by

R⊥⊥⊥⊥p̃ = λ
(

1 + λ |p|2D0
L,p̃

)
+ 2µ, (2.115)

R‖‖‖‖p̃ = (λ+ 2µ)
(

1 + (λ+ 2µ) |p|2D0
L,p̃

)
, (2.116)

R⊥⊥‖‖p̃ = λ
(

1 + (λ+ 2µ) |p|2D0
L,p̃

)
, (2.117)

R⊥‖⊥‖p̃ = µ
(

1 + µ |p|2D0
T,p̃

)
. (2.118)

Using Eq. (2.97) the components of Rijklp̃ are given by

R⊥⊥⊥⊥p̃ = Y2D +
λ2

λ+ 2µ
D̃0
L,p̃, (2.119)

R‖‖‖‖p̃ = (λ+ 2µ) D̃0
L,p̃, (2.120)

R⊥⊥‖‖p̃ = λD̃0
L,p̃, (2.121)

R⊥‖⊥‖p̃ = µD̃0
T,p̃, (2.122)

where we have introduced

D̃0
L/T,p̃ =

ρ (ipn)2

ρ (ipn)2 − ρω2
p,L/T

. (2.123)

As we have said previously, the classical theory is recovered if we neglect the imaginary
time kinetic energy term in the Euclidean action Eq. (2.81). Doing this amounts to
neglecting all the terms involving in-plane phonons Matsubara frequencies, that is
setting ipn = 0. In this situation all of the components of the effective interaction are
zero but for R⊥⊥⊥⊥p̃ , which for ipn = 0 is reduced to Y2D and we recover the classical
effective interaction Eq. (2.55). Therefore, it is convenient to distinguish between the
frequency independent classical interaction,

R⊥⊥⊥⊥,clp̃ = Y2D, (2.124)

and the frequency dependent, which are zero for ipn = 0, quantum interactions,

RM,qt
p̃ = CMD̃0

M,p̃. (2.125)

We have introduced the index M , which runs over
{⊥⊥⊥⊥, ‖‖‖‖, ⊥⊥‖‖, ⊥‖⊥‖}, defined

C⊥⊥⊥⊥ =
λ2

λ+ 2µ
, (2.126)

C‖‖‖‖ = λ+ 2µ, (2.127)
C⊥⊥‖‖ = λ, (2.128)
C⊥‖⊥‖ = µ, (2.129)

and denote D̃0
M,p̃ = D̃0

L,p̃ for M =⊥⊥⊥⊥,‖‖‖‖ ,⊥⊥‖‖ and D̃0
M,p̃ = D̃0

L,p̃ for M =⊥‖⊥‖.
To lowest order in the effective interaction, the self-energy of the flexural phonon is

represented diagrammatically by Fig. 2.2(a) an is explicitly given by

Σ
(0)
F,q̃ = − 1

βA

∑
p̃

Rijklp̃ (q + p)i qj (q + p)k qlD
0
F,q̃+p̃

= − 1

βA

∑
p̃,M

RMp̃ gMq,pD0
F,q̃+p̃, (2.130)
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where we have introduced the geometrical factors

g⊥⊥⊥⊥q,p = |q|4 sin4 θq,p, (2.131)

g
‖‖‖‖
q,p = |q|2 cos2 θq,p (|q| cos θq,p + |p|)2 , (2.132)

g
⊥⊥‖‖
q,p = 2 |q|3 sin2 θq,p cos θq,p (|q| cos θq,p + |p|) , (2.133)

g
⊥‖⊥‖
q,p = |q|2 sin2 θq,p (2 |q| cos θq,p + |p|)2 , (2.134)

where θq,p is the angle formed between the wavevectors p and q. We analyse the
contributions due to the classical and quantum interactions separately. For the classical
interaction we obtain

Σ
(0),cl
F,q̃ = −Y2D

1

βA

∑
p̃

g⊥⊥⊥⊥q,p D0
F,q̃+p̃. (2.135)

Σ
(0),cl
F,q̃ is thus frequency independent. The sum over Matsubara frequencies is performed

using standard contour integration techniques. Writing D0
F,q̃ = D0

F,q(iqn) we obtain

Σ
(0),cl
F,q = −Y2D

1

A

∑
p

g⊥⊥⊥⊥q,p

∮
dz

2πi
b(z)D0

F,q+p(z)

= −Y2D
1

A

∑
p

g⊥⊥⊥⊥q,p

∫
dν

π
b(ν)ImD0,R

F,q+p(ν), (2.136)

where b(ν) =
(
eβν − 1

)−1 is the Bose-Einstein distribution function and D0,R
F,q(ν) is the

retarded Green’s function. From Eq. (2.98), we have that ImD0,R
F,q(ν) is given by

ImD0,R
F,q(ν) = −1

ρ
πsgn(ν)δ

(
ν2 − ω2

F,q

)
. (2.137)

Using the δ-function to perform the integration over frequency, the self-energy becomes

Σ
(0),cl
F,q = Y2D |q|4

∫
d2p

(2π)2 sin4 θq,p
coth (βωF,q+p/2)

2ρωF,q+p
. (2.138)

In the high temperature limit, T →∞, we approximate coth (βωF,q+p/2) ' 2kBT/ωF,q+p

and thus obtain

lim
T→∞

Σ
(0),cl
F,q = Y2D |q|4

∫
d2p

(2π)2

sin4 θq,p

κ |q + p|4
=

3Y2DkBT

16πκ
|q|2 , (2.139)

recovering the classical result Eq. (2.58) as expected. In the low temperature limit,
T → 0, we have that coth (βωF,q+p/2) ' 1 and, for small momenta q, Eq. (2.138)
becomes

lim
T→0

Σ
(0),cl
F,q = Y2D |q|4

∫
d2p

(2π)2

sin4 θq,p
2ρωF,q+p

' Y2D
~

2
√
ρκ

3

16π
|q|4 log

(
Λ

|q|

)
, (2.140)

where we have restored ~ and Λ is a high momentum cut-off, which we identify as the
Debye momentum, Λ = qD. Notice that differently from the high temperature case, in
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the zero temperature limit Σ
(0),cl
F,q ∝ |q|4 with logarithmic accuracy and, therefore, the

classical interaction does not lead to a reconstruction of the flexural phonon dispersion
relation.
Now let us focus on the quantum contributions to the self-energy. These can be

written as
Σ

(0),qt
F,q̃ =

∑
M

Σ
(0)M,qt
F,q̃ , (2.141)

with each component Σ
(0)M,qt
F,q̃ being given by

Σ
(0)M,qt
F,q (iqn) = −C

M

βA

∑
ipm,q

gMq,pD̃
0
M,p(ipm)D0

F,q+p (iqn + ipm) . (2.142)

Performing the sum over Matsubara frequencies we obtain

Σ
(0)M,qt
F,q (iqn) = −C

M

A

∑
p

gMq,p

∮
dz

2πi
b(z)D̃0

M,p(z)D0
F,q+p (iqn + z)

= −C
M

A

∑
p

gMq,pP

∫
dν

π
b(ν)ImD̃0,R

M,p(ν)D0
F,q+p (iqn + ν)

− CM

A

∑
p

gMq,pP

∫
dν

π
b(ν)D̃0,R

M,p(iqn − ν)ImD0,R
F,q+p (ν) , (2.143)

where P indicates Cauchy’s principal value. Using the δ-functions in ImD̃0,R
M,p(ν) and

ImD0,R
F,q+p (ν) to perform the integration over real frequencies we obtain

Σ
(0)M,qt
F,q (iqn) = CM

∫
d2p

(2π)2 g
M
q,pKMq,p(iqn). (2.144)

where we have defined

KMq,p(iqn) =
1

2ρωF,q+p

ωF,q+p (ωF,q+p + ωM,p)− (iqn)2

(ωF,q+p + ωM,p)2 − (iqn)2

+
b(ωM,p)

ρωM,p

ω2
M,p

(
(iqn)2 + ω2

M,p − ω2
F,q+p

)
(

(iqn)2 + ω2
M,p − ω2

F,q+p

)2
− 4 (iqn)2 ω2

M,p

+
b(ωF,q+p)

ρωF,q+p

(
(iqn)2 − ω2

F,q+p

)2
− ω2

M,p

(
(iqn)2 + ω2

F,q+p

)
(

(iqn)2 − ω2
M,p + ω2

F,q+p

)2
− 4 (iqn)2 ω2

F,q+p

. (2.145)

The first line of the previous expression takes into account zero point quantum fluctua-
tions, while the last two lines are due to thermally activated phonons. We are interested
in the real part of the retarded self-energy, which is obtained by performing the analytic
continuation iqn → ω + i0+, such that

ReΣ(0)M,qt,R
F,q (ω) = CMP

∫
d2p

(2π)2 g
M
q,pKMq,p(ω), (2.146)
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and KMq,p(ω) = ReKMq,p(iqn → ω + i0+). In the high-temperature limit limit, we can
neglect zero point quantum fluctuations and approximate b(ω) ' kBT/ω. Therefore,
we obtain

lim
T→∞

KMq,p(ω) =
kBT

ρω2
F,q+p

×

×
ω2
(
ω2 − ω2

M,p − ω2
F,q+p

)
[
ω2 − (ωF,q+p + ωM,p)2

] [
ω2 − (ωF,q+p − ωM,p)2

] . (2.147)

In this form we can see explicitly that for ω = 0 we have limT→∞KMq,p(ω) = 0 and the
quantum interactions do not give any contribution to the self-energy in the T → ∞
limit. Notice, however, that even if we take T → ∞ but keep ω 6= 0, we obtain a non
zero value of ReΣM,qt

q (ω). The analysis of this situation is subtle. For small ω and q,
limT→∞KMq,p(ω) displays poles when for |p| = qL/T , with

qL =

√
λ+ 2µ

κ
, (2.148)

qT =

√
µ

κ
, (2.149)

when ωF,p = ωM,p. For typical graphene values we have qL ' 4.2Å−1 and qT '
2.8Å−1, which are larger than the Debye momentum. Keeping ω finite, KMq,p(ω) changes
sign at this divergence which is split into two. Since the integration in Eq. (2.146) is
performed in the principal value sense the overall result is finite. For small momenta
we approximate ωF,q+p ± ωM,p ' ωM,p and therefore obtain

lim
T→∞

KMq,p(ω) ' kBT

ρω2
F,q+p

ω2

ω2 − ω2
M,p

. (2.150)

Notice that another possible divergence can occur when q = −p. In order to see if
this divergence is integrable or not we must also consider the effect of the geometrical
factors gMq,p. For the contributions with M =⊥⊥⊥⊥ and M =⊥⊥‖‖ this divergence if
suppressed by the respective geometrical factor gMq,p. The same does not happen for
the terms with M =‖‖‖‖ and M =⊥‖⊥‖ and the divergence of the integral at q = −p
makes the integral diverge logarithmically. However, this divergence is a pathology
of the first order perturbation theory that should disappear if a more complete self-
consistent calculation is performed. It can be checked that if for long wavelengths
the dispersion relation of flexural phonons is reconstructed as ω2

F,q ∝ |q|
4−ηh with

ηh > 0, this divergence is regularized. Ignoring this issue, the integrals can be performed
approximately yielding

lim
T→∞

ReΣ(0)M,qt,R
F,q (ω) ∼ CM kBT

κ
|q|2

(
ω

ωM,q

)2

log

(
ω

ωM,q

)
. (2.151)

Therefore, we conclude that in the limit T →∞, in the low energy and long wavelength
limit, the contributions due to the quantum interactions will be much smaller than the
ones due to the classical interaction, Eq. (2.58), as expected. From this discussion, we
conclude that to lowest order in perturbation theory the dominant contribution to the
flexural phonon self-energy in the high temperature limit is given by (Eq. (2.139))

lim
T→∞

ReΣ(0),R
F,q (ω) ' 3Y2DkBT

16πκ
|q|2 , (2.152)
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We now turn our attention to the low temperature limit, T → 0. In this limit, we
approximate b(ωM,p) ' 0 and b(ωF,q+p) ' 0. Therefore, we obtain

lim
T→0
KMq,p(ω) =

1

2ρωF,q+p

ωF,q+p (ωF,q+p + ωM,p)− ω2

(ωF,q+p + ωM,p)2 − ω2
. (2.153)

We are interested in results to lowest order in ω and q. We obtain a finite contribution
even in the ω = 0 case, on which we will focus. For ω = 0 we obtain

lim
T→0
KMq,p(0) =

1

2

1

ωF,q+p + ωM,p
. (2.154)

Expanding the the integrand of Eq. (2.146) to lowest order in q and performing the
integration over p we obtain the contribution due to the quantum interactions in the
T → 0 limit

lim
T→0

ReΣ(0)⊥⊥⊥⊥,qt,R
F,q (0) ' ~

2
√
ρκ

λ2

λ+ 2µ

3 |q|4

16π
log

(
1 +

Λ

qL

)
, (2.155)

lim
T→0

ReΣ(0)‖‖‖‖,qt,R
F,q (0) ' ~

2
√
ρκ

(λ+ 2µ)2

κ

|q|2

4π
Φ

(
Λ

qL

)
, (2.156)

lim
T→0

ReΣ(0)⊥⊥‖‖,qt,R
F,q (0) ' ~

2
√
ρκ

λ |q|4

8π

(
2Λ

qL + Λ
− log

(
1 +

Λ

qL

))
, (2.157)

lim
T→0

ReΣ(0)⊥‖⊥‖,qt,R
F,q (0) ' ~

2
√
ρκ

µ2

κ

|q|2

4π
Φ

(
Λ

qT

)
. (2.158)

where we have restored ~, introduced the function

Φ(x) =
1

2
x (x− 2) + log (1 + x) , (2.159)

and introduced once again Λ as a high momentum cut-off, the Debye momentum. While
the contributions due to the ⊥⊥⊥⊥ and ⊥⊥‖‖ terms depend on momentum as |q|4, the
‖‖‖‖ and ⊥‖⊥‖ terms have a |q|2 dependence and will therefore be dominant at long
wavelengths. Notice that besides high momentum logarithmic divergences, we have
also obtained power law divergences. By splitting the effective interaction Rijklq̃ into
the contributions for the quartic on-site interaction and the in-plane phonon mediated
contribution and carefully analysing each contribution allows us to see that the main Λ2

divergence comes from the quartic local interaction while the Λ and log(Λ) divergences
come from the interaction between in-plane and out-of-plane modes. It can be checked
that, in the long wavelength limit, the result obtained for ReΣ(0),R

F,q (ωF,q) is the same
as the result of Eqs. (2.155)-(2.158). This tells us that, for physical excitations, the
frequency dependence of the self-energy can be neglected in the low temperature and
long wavelength limit. We can therefore write

lim
T→0

ReΣ(0),R
F,q (ω) ' ~κ

2
√
ρκ

|q|2

4π

(
q4
LΦ

(
Λ

qL

)
+ q4

TΦ

(
Λ

qT

))
. (2.160)

To first order in perturbation theory, the dispersion relation, ΩF,q, of the physical
excitations is given by ρΩ2

F,q = κ |q|4 + ReΣq (ωF,q). Note that, for q→ 0, ΩF,q ∼ |q|
instead of ωF,q ∼ |q|2. Therefore, we have found that in the zero temperature limit
Ω2
F,q ∝ |q|

4−ηh with ηh = 2 in the perturbative calculation.
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Just as in the classical case, we can estimate, in both the high temperature and
low temperature limits, the momentum scale, kc, below which anharmonic effects be-
come dominant, as determined by the Ginzburg criterion Σ

(0)
hh,kc

(ωF,kc) ' κk4
c . By

using Eqs. (2.139) and (2.160), for the self-energy, respectively, in the high and low
temperature limits, we obtain

k(T→∞)
c '

√
3kBTY2D

16πκ2
, (2.161)

k(T→0)
c '

√
~

8πρ1/2κ1/2

[
q4
LΦ

(
Λ

qL

)
+ q4

TΦ

(
Λ

qT

)]1/2

. (2.162)

For typical graphene values we obtain k(T→∞)
c ' 0.17Å−1 at T = 300 K, and setting

Λ = qD, we obtain k
(T→0)
c ' 0.1Å−1 at T = 0. It is useful to write approximate

expressions for kc in the limit T → 0 when Λ/qT/L � 1 and Λ/qT/L � 1. Expanding
the function Φ(x), we obtain the following approximate expressions:

k(T→0)
c '


(

~
16π
√
ρκ

λ+ 3µ

κ

)1/2

Λ, Λ� qT/L,(
~

24π
√
ρκ

)1/2

(qL + qT )1/2 Λ3/2. Λ� qT/L.

(2.163)

To determine the actual importance of the anharmonic effects in suspended crystalline
membranes, one has to compare the anharmonic scale kc, with the minimum momentum
allowed by the finite size of the sample ∼ L−1 and with the momentum scale due to
residual strains ∼

√
(λ+ µ) ū/κ, where ū is the strain [35], see Eq. (2.197) ahead. If

L−1, ∼
√

(λ+ µ) ū/κ� kc then anharmonic effects will be strongly suppressed.
We can also estimate the quantum-to-classical crossover temperature, T ∗, above

which the classical behaviour sets in by comparing the perturbative results for the
self-energy in the low and high temperature limits

lim
T→∞

ReΣR
q (ωF,q) ' lim

T→0
ReΣR

q (ωF,q). (2.164)

We obtain

T ∗ ' 2~
3kBρ1/2κ1/2

κ2

Y2D
×

×
[
q4
LΦ

(
Λ

qL

)
+ q4

TΦ

(
Λ

qT

)]
, (2.165)

a quantity that depends on the UV cutoff Λ. Notice that since in both the high and
low temperature limits the leading contribution to the self-energy goes like |q|2, this
is equivalent to comparing k(T→∞)

c with k(T→0)
c . Expanding once again the function

Φ(x) we obtain

T ∗ '


~κ1/2

3kBρ1/2

(λ+ 2µ) (λ+ 3µ)

4µ (λ+ µ)
Λ2, Λ� qT/L,

2~κ
9kBρ1/2

λ+ 2µ

4µ (λ+ µ)

(√
λ+ 2µ+

√
µ
)

Λ3, Λ� qT/L.
(2.166)

For typical graphene values, setting Λ = qD, we obtain a value of T ∗ ∼ 70 − 90 K
(depending on the values we take for the elastic constants, which depend themselves
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Figure 2.5: Diagram in (T, q) space representing the regions where anharmonic effects are weak
and where they dominate for a free quantum crystalline membrane. At high enough
momentum q, we are in the Harmonic region: anharmonic effects are weak and the
dispersion relation for the flexural phonon is given by ΩF,q ∝ |q|2. For small
momentum, anharmonic effects become dominant and we obtain ΩF,q ∝ |q|2−ηh/2.
At temperatures above T ∗, anharmonic effects are driven by thermal fluctuations,
and we are in the Classical Anharmonic regime. Bellow T ∗, anharmonic effects are
driven by quantum fluctuations, and we are in the Quantum Anharmonic regime.
The dash-dotted red and the dashed blue lines are respectively given by Eqs. (2.161)
and (2.162) , which split the harmonic and anharmonic regions in the high and
low temperature limits. Their intersection determines the quantum-to-classical
temperature T ∗.

on the temperature [80]). Below this temperature, the contribution to the self-energy
from the quantum interaction terms R‖‖‖‖q̃ and R⊥‖⊥‖q̃ will become dominant. Fig. 2.5
shows the different regions in the (T, k) space where anharmonic and quantum effects
become dominant.

2.3.1.2 In-plane Green’s functions

To lowest order in perturbation theory, the cubic interaction term Eq. (2.92) gives
origin to the following self-energy for the in-plane phonons

Σ
(0)ij
uu,q̃ = cirklqrχ

(0)klmn
q̃ qsc

mnsj , (2.167)

where we have introduced the flexural phonon bubble tensor, χ(0)ijkl
q̃ , which is defined

as

χ
(0)ijkl
q̃ = − 1

8βA

∑
p̃

[
(p+ q)i pj + pi (p+ q)j

]
×

× [(p+ q)k pl + pk (p+ q)l]D
0
F,p̃D

0
F,p̃+q̃, (2.168)
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where we have symmetrized the tensor with respect to the first and last two indices,
since they are contracted with the stiffness tensor. With this definition, χ(0)ijkl

q̃ has
the same symmetries as that of the stiffness tensor, Eq. (2.10). Just as for the effective
interaction for the flexural phonons, Eq. (2.114), we write the tensor χ(0)ijkl

q̃ in the
terms of the

{
e‖,q, e⊥,q

}
basis as

χ
(0)ijkl
q̃ = ei⊥,qe

j
⊥,qe

k
⊥,qe

l
⊥,q + χ

(0)‖‖‖‖
q̃ ei‖,qe

j
‖,qe

k
‖,qe

l
‖,q

+ χ
(0)⊥⊥‖‖
q̃

(
ei⊥,qe

j
⊥,qe

k
‖,qe

l
‖,q + (ij ↔ kl)

)
+ χ

(0)⊥‖⊥‖
q̃

(
ei⊥,qe

j
‖,qe

k
⊥,qe

l
‖,q + (i↔ j) + (k ↔ l) + (ik ↔ jl)

)
. (2.169)

The four independent components of χ(0)ijkl
q̃ are explicitly given by

χ
(0)⊥⊥⊥⊥
q̃ = − 1

2βA

∑
p̃

g⊥⊥⊥⊥p,q D0
F,p̃+q̃D

0
F,p̃, (2.170)

χ
(0)‖‖‖‖
q̃ = − 1

2βA

∑
p̃

g
‖‖‖‖
p,q D0

F,p̃+q̃D
0
F,p̃, (2.171)

χ
(0)⊥⊥‖‖
q̃ = − 1

4βA

∑
p̃

g
⊥⊥‖‖
p,q D0

F,p̃+q̃D
0
F,p̃, (2.172)

χ
(0)⊥‖⊥‖
q̃ = − 1

8βA

∑
p̃

g
⊥‖⊥‖
p,q D0

F,p̃+q̃D
0
F,p̃, (2.173)

with gMp,q given by Eqs. (2.131)-(2.134). Using this decomposition and performing the
contractions of indices in Eq. (2.167) we conclude, as expected for an isotropic system,
that the self-energy for the in-plane phonons can be decomposed into a longitudinal
and a transverse component

Σ
(0)ij
uu,q̃ = Σ

(0)
L,q̃P

ij
L,q + Σ

(0)
T,q̃P

ij
T,q, (2.174)

with

Σ
(0)
L,q̃ = (λ+ 2µ)2 |q|2 χ‖‖‖‖q̃ + λ (λ+ 2µ) |q|2 χ⊥⊥‖‖q̃ + λ2 |q|2 χ⊥⊥⊥⊥q̃ (2.175)

Σ
(0)
T,q̃ = 4µ2 |q|2 χ⊥‖⊥‖q̃ . (2.176)

Performing the sum over Matsubara frequencies in Eq. (2.168) we obtain

χ
(0)M
q (iqn) ∝ −

∫
d2p

(2π)2 g
M
p,qP

∫
dν

π
b(ν)ImD0,R

F,p(ν)D0
F,p+q (iqn + ν)

−
∫

d2p

(2π)2 g
M
p,qP

∫
dν

π
b(ν)D0,R

F,p(iqn − ν)ImD0,R
F,p+q (ν) . (2.177)

The proportionality factor is due to the extra factors of 1/2 and 1/4 that appear in
χ

(0)⊥⊥‖‖
q̃ and χ(0)⊥‖⊥‖

q̃ . Performing the integration over ν, we obtain

χ
(0)M
q (iqn) ∝ 1

2

∫
d2p

(2π)2 g
M
p,qFp,q(iqn), (2.178)
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where

Fp,q(iqn) =
1

2ρ2ωF,pωF,p+q

ωF,p + ωF,p+q

(iqn)2 − (ωF,p + ωF,p+q)2

+
b (ωF,p)

ρ2ωF,p

(
(iqn)2 + ω2

F,p − ω2
F,p+q

)
(

(iqn)2 − (ωF,p + ωF,p+q)2
)(

(iqn)2 − (ωF,p − ωF,p+q)2
)

+
b (ωF,p+q)

ρ2ωF,p+q

(
(iqn)2 − ω2

F,p + ω2
F,p+q

)
(

(iqn)2 − (ωF,p + ωF,p+q)2
)(

(iqn)2 − (ωF,p − ωF,p+q)2
) . (2.179)

As previously, we focus on the real part of the retarded self-energy, which is obtained
by performing the analytic continuation iqn → ω + i0+. The retarded flexural phonon
bubble is given by

Reχ(0)M,R
q (ω) ∝ 1

2
P

∫
d2p

(2π)2 g
M
p,qFp,q(ω). (2.180)

We will focus on the low temperature limit, T → 0, in which case Fp,q(ω) reduces to

lim
T→0
Fp,q(ω) =

1

2ρ2ωF,pωF,p+q

ωF,p + ωF,p+q

ω2 − (ωF,p + ωF,p+q)2 . (2.181)

If we furthermore focus on the ω = 0, q = 0 limit, we have

Fp,0(0) = − 1

4ρ2ω3
F,p

. (2.182)

Since for large values of p we have that gMp,q ∝ |p|
4, we conclude that Eq. 2.180

diverges logarithmically both for large and small momenta. Inclusion of a finite ω or
q effectively cuts off the integration for small values. With these considerations, we
estimate χ(0)M,R

q (ω) as

lim
T→0

Reχ(0)M,R
q (ω) ∼ − ~

2ρ1/2κ3/2
log

 Λ2

max
(√

κ/ρω, |q|2
)
 . (2.183)

Therefore, we will just have a weak logarithmic correction to the correlation function
of the in-plane modes. Notice that the minus sign in Eqs. (2.183) leads to a reduction
of the in-plane elastic constants. To first order in perturbation theory, the in-plane
mode dispersion relations would be modified to Ω2

L/T,q = ω2
L/T,q + ΣL/T,q

(
ωL/T,q

)
/ρ.

Taking the limit q→ 0, we would obtain a negative dispersion relation, indicating that
the theory is unstable. We attribute this, not to a physical instability of the membrane,
but to a breakdown of the perturbation theory, showing that one should go beyond the
first order.

2.3.2 Anharmonic effects: self-consistent Born approximation

The next step to go beyond first order perturbation theory for T → 0, is to perform
a SCBA calculation in the spirit of what was done by Nelson and Peliti in Ref. [23].
First, as we have seen in Section 2.3.1.2, in first order perturbation theory, the in-plane
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mode propagator has only logarithmic corrections due to anharmonic effects. This is
a much weaker effect than for the out-of-plane phonons and therefore we will ignore it.
Next, according to Eq. (2.160) we also neglect the frequency dependence of the flexural
phonon self-energy and write the full out-of-plane correlation function as

D−1
F,q̃ ' ρ (iqn)2 − ρω2

F,q − κq
ηh
0 |q|

4−ηh , (2.184)

where we have neglected the frequency dependent of the self-energy on the Matsub-
ara frequency and have further made the ansatz ΣSCBA

F,q̃ ' κqηh0 |q|
4−ηh , with ηh an

anomalous exponent and q0 a momentum scale both of which are to be determined in
a self-consistent way. Therefore, the self-energy in the SCBA is written as

ΣSCBA
F,q̃ = − 1

βA

∑
p̃,M

RMp̃ gMq,p
ρ (ipm)2 − ρω2

F,q+p − κq
ηh
0 |q + p|4−ηh

. (2.185)

Performing the sum over Matsubara frequencies, making the analytic continuation to
real frequencies we obtain in the T → 0 limit, using Eqs. (2.146) and (2.154),

lim
T→0

ReΣSCBA
F,q (ω) = |q|4

∫
d2p

(2π)2

Y2D sin4 θq,p

2ρ
√
ω2
F,q+p + κqηh0 |q + p|4−ηh /ρ

+
1

2

∑
M

CMP

∫
d2p

(2π)2

gMq,p√
ω2
F,q+p + κqηh0 |q + p|4−ηh /ρ+ ωM,p

. (2.186)

It is easy to see that in the q → 0, the leading contribution to the self-energy comes
from the terms involvingR‖‖‖‖p̃ andR⊥‖⊥‖p̃ , just as in the perturbative calculation. This

is due to the fact that the geometrical factors g‖‖‖‖q,p and g
⊥‖⊥‖
q,p behave as ∼ |q|2 for

q → 0, while g⊥⊥⊥⊥q,p behaves as ∼ |q|4 and g⊥⊥‖‖q,p as ∼ |q|3. In the q → 0 limit, we
can thus focus only on the ‖‖‖‖ and ⊥‖⊥‖ contributions, which give origin to a energy
that still behaves as limT→0 ReΣSCBA

F,q (ω) ∝ |q|2. Therefore, in the SCBA calculation
we still obtain a value of ηh = 2, in agreement with first order perturbation theory.
This is an important result which justifies the use of first order perturbation theory.
This in in contrast with the classical regime, where the perturbative ηh = 2 exponent is
changed to ηh = 1 obtain within the SCBA [23]. The present result of ηh = 2 indicates
that quantum anharmonic effects act as an effective positive external strain, which
contributes to the stabilization of the 2D phase of the membrane.
Using the value of ηh = 2 and focusing in the q → 0 limit, the momentum scale q0

is determined by

q2
0 =

(λ+ 2µ) ~
8πρ1/2κ3/2

∫
dpp3√

p4 + q2
0p

2 + qLp

+
µ~

8πρ1/2κ3/2

∫
dpp3√

p4 + q2
0p

2 + qT p
. (2.187)

Notice that the integral over p is convergent in the p → 0 limit and the denominator
in the integrand of Eq. (2.187) is dominated by the terms qL/T p for small q0. On the
other hand, for large values of p, the term p2 dominates. Therefore, the integral will
only be weakly dependent on the term q2

0p
2, and we anticipate that the solution for q2

0
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will be very well approximated by setting q0 = 0 in the RHS of Eq. (2.187). Performing
the integral over momentum we obtain

q2
0 =

~
8πρ1/2κ1/2

[
q4
LF

(
Λ

qL
,
q0

qL

)
+ q4

TF

(
Λ

qT
,
q0

qT

)]
, (2.188)

where we have defined the function

F (x, y) =
1

2
x
(√

x2 + y2 − 2
)

+
1

2

(
2− y2

)
sinh−1

(
x

y

)
+
√

1− y2 tanh−1

(
x√

1− y2

)
−
√

1− y2 tanh−1

(
x√

(1− y2) (x2 + y2)

)
.

(2.189)

The function F (x, y) reduces to Φ(x), Eq. (2.159), in the limit of y → 0. Solving the self-
consistent Eq. (2.188) numerically for q0 we obtain a value that, for typical graphene
parameters, is nearly unchanged with respect to the perturbative result kc ' 0.1Å−1,
Eq. (2.162). The relative difference between the perturbative result for kc and self-
consistent value for q0 is of the order of 10−4.

2.4 thermodynamic properties of free crystalline membranes

In the previous section, we have studied the effect of anharmonicities in the phonon
dispersion relation of free crystalline membranes, in the low temperature limit. These
anharmonic effects will also manifest themselves in the low temperature behaviour of
several thermodynamic properties, which probe the low-energy elementary excitations
of the system. In the following, we will focus on the study of the areal thermal expansion
and of the specific heat of a crystalline membrane.

2.4.1 Thermal expansion

The areal thermal expansion coefficient is defined as

αA =
1

A

∂∆A

∂T

∣∣∣∣
P

, (2.190)

where ∆A is the change in the area of the membrane (to be understood as the area of
the membrane projected onto the reference x− y plane), A is the reference area of the
undistorted membrane, and the index P indicates that the process occurs at constant
pressure or in this case at constant stress. The thermal expansion is an intrinsically
anharmonic effect and a purely harmonic crystal does not expand or contract under a
change of temperature.
The most common approach to compute the thermal expansion coefficient is the

quasi-harmonic approximation (QHA) [95]. The QHA is a minimal extension of the
harmonic theory, which treats the phonons at an harmonic level, but assumes that the
phonon frequencies have a dependence on the overall expansion of the crystal lattice.
The Helmholtz free energy density for a harmonic crystal is given by

F (∆A, T ) = E0(∆A) +
kBT

A

∑
n

log

[
2 sinh

(
ωn(A)

2kBT

)]
, (2.191)
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where ωn are phonon frequencies, which in the quasi-harmonic approximation are as-
sumed to depend in the change of area, ∆A, and E(∆A) is the zero temperature elastic
energy density due to the expansion, which for a 2D isotropic material is given by

E0(∆A) =
1

2
B

(
∆A

A

)2

, (2.192)

where B = λ + µ is the bulk modulus. Using the triple product rule the thermal
expansion can be written as

αA = − 1

A

∂P
∂T

∣∣
A

∂P
∂A

∣∣
T

= − 1

B

∂2F

∂T∂A
, (2.193)

with the 2D bulk modulus written as B = −A (∂P/∂A)|T and F the Helmholtz free
energy . Using this previous result and assuming that in Eq. (2.191) the term E0(∆A)
does not depend on temperature we obtain the QHA result for thermal expansion

αQHA
A =

kB
BA

∑
n

(
~ωn
kBT

)2 γn

4 sinh2
(

~ωn
2kBT

) , (2.194)

where we have restored ~ and
γn = − A

ωn

∂ωn
∂A

, (2.195)

is the Grüneisen coefficient of mode n, which describes the change of frequency with
the expansion.
We will now see how the quasi-harmonic approximation breaks down for a crystalline

membrane. It is possible to compute the Grüneisen coefficient for the flexural mode
from Eq. (2.81). In order to do this we notice that a homogeneous, isotropic expansion
can be modelled by the replacement ∂iuj → ūδij/2 + ∂iuj , where ū = ∆A/A is the
relative change of area. Under this transformation the cubic interaction term, Eq. (2.86),
generates a new quadratic coupling to the flexural phonon [96]

δS(0)
E [h] =

1

2

∫ β

0
dτ

∫
d2x (λ+ µ) ū (∂h)2 , (2.196)

which modifies the bare dispersion relation of the flexural phonons to

ωF,q (ū) =

√
κ

ρ
|q|4 +

(λ+ µ) ū

ρ
|q|2, (2.197)

where λ+µ is the bulk modulus of the membrane. From this expression, the Grüneisen
coefficient is found to be negative and is given by

γF,q = − 1

ωF,q

∂ωF,q (ū)

∂ū

∣∣∣∣
ū=0

= −1

2

(λ+ µ)

κ |q|2
. (2.198)

Using Eqs. (2.194) and (2.198), we obtain the QHA result for the thermal expansion of
a crystalline membrane

αQHA
A = − ~2

8ρkBT 2

∫ Λ

qmin

d2q

(2π)2

|q|2

sinh2 (~ωF,q/ (2kBT ))
, (2.199)
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where we have introduce a low, qmin ∼ 2π/L, and a large, Λ ∼ 2π/a, momentum cut-off,
where L is the linear size of the membrane. Notice that the previous result predicts
a negative thermal expansion, or thermal contraction, for the crystalline membrane.
This is the so called membrane effect [29]. Using the bare dispersion relation for the
flexural phonon ωF,q ∝ |q|2, it is easy to see that the previous integral is divergent for
qmin → 0. The integration in Eq. (2.199) can be performed analytically for Λ → ∞
yielding

αQHA
A = − kB

8πκ
I

(
kBTρ

1/2

~κ1/2q2
min

)
, (2.200)

where we have introduced the function

I(t) =
1

2t
coth

(
1

2t

)
− log

(
2 sinh

(
1

2t

))
. (2.201)

Now we notice that in the QHA the zero temperature, thermodynamic limit is not well
defined, since the order of the limits T → 0 and L→∞ does not commute. As a matter
of fact for t� 1 (taking L→∞ first) we have I(t) ' 1 + log(t), which leads to αA =
−∞ for any finite temperature and the QHA predicts that an infinite flat membrane
is unstable. In the opposite t � 1 limit (taking T → 0 first) we obtain I(t) ' e−1/t/t
and therefore for any finite size membrane, the thermal expansion coefficient vanishes
as T = 0 is approached, in accordance with the third law of thermodynamics. We
will now see that taking anharmonic effects into account beyond the QHA will lead
to a vanishing thermal expansion in the zero temperature limit, even for an infinite
membrane. The simplest approach is to notice that the bare, harmonic dispersion
relation ωF,q =

√
κ/ρ |q|2 is only valid, at high temperatures, for |q| > kc with kc

given by Eq. (2.161). Therefore, the integration in Eq. (2.199) should not be cut-off
at small momenta by 2π/L but by kc [96]. Therefore, the high temperature thermal
expansion of a membrane becomes finite and is given by

αA ' −
kB
8πκ
I

(
16πκ3/2ρ1/2

3~Y2D

)
' − kB

8πκ
log

(
16πκ3/2ρ1/2

3~Y2D

)
, (2.202)

which leads to a temperature independent value of αA ' −10−5 K−1. This indicates
that inclusion of anharmonic effects makes the thermal expansion finite, but the ob-
tained constant thermal expansion can not be extrapolated to the T → 0 limit, where
the thermal expansion should vanish.
In order to study the thermal expansion in the low temperature limit and taking into

account anharmonic effects in a rigorous way, we first notice that according to general
elasticity theory the relative change of area is given by

∆A

A
= 〈∂iui〉 . (2.203)

In order to compute 〈∂iui〉 we add an external stress, σ, to the Euclidean action,
Eq. (2.81), obtaining the stress dependent partition function

Z [σ] =

∫
D [u, h] e−SE [u,h]−SσE [u], (2.204)

with SσE [u] the stress dependent part of the action

SσE [u] = −σ
∫ β

0
dτ

∫
d2x∂iui. (2.205)
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With this, the relative change of area can be computed from the partition function as

∆A

A
=

1

βA

∂

∂σ
logZ [σ]

∣∣∣∣
σ=0

. (2.206)

Notice that σ couples to the q = 0 component of ∂iui. Therefore, we can perform a
shift of ∂iuj in the functional path integral ∂iuj → ∂iuj + c−1

ijklδ
klσ, in order to cancel

the linear term in ∂iui included by SσE [u]. By doing this the partition function becomes

Z [σ] = e−
βV
2
c−1
iijjσ

2
∫
D [u, h] e−SE [u,h]−SσE [h], (2.207)

where we have generated an additional term for the action involving the out-of-plane
displacement SσE [h], which is given by

SσE [h] =
1

2
σ

∫ β

0
dτ

∫
d2x∂ih∂ih. (2.208)

Therefore, the thermal expansion can be expressed as

αA = −1

2

∂

∂T
〈∂ih∂ih〉 . (2.209)

This is an exact result for the theory defined by the action Eq. (2.81). The previous
expression also provides a very interesting geometrical interpretation for the negative
thermal expansion of a crystalline membrane, as it expresses the thermal expansion as
a normal normal correlation function: 〈∂ih∂ih〉 ' 〈δn · δn〉. Furthermore, Eq. (2.209)
shows that the crystalline membrane theory defined by Eq. (2.81) always has a negative
thermal expansion. Of course that at high enough temperature cubic and quartic anhar-
monic effects involving the in-plane displacements, that are not captured by Eq. (2.81),
will also become relevant and will compete with the negative contribution due to the
flexural phonons, Eq. (2.209) [80]. The membrane thermal expansion can be expressed
in terms of the flexural phonon Green’s function as

αA =
1

2

∂

∂T

 1

βA

∑
q̃

|q|2DF,q̃


=

1

2

∂

∂T

(∫
d2q

(2π)2

∫
dω

π
b(ω) |q|2 ImDR

F,q(ω)

)
. (2.210)

where in the last line we performed the sum over Matsubara frequencies. Notice that
the expression for the thermal expansion in terms of the retarded Green’s function
can be directly obtained from Eq. (2.209) by using the fluctuation-dissipation theorem
(see Appendix C). Taking into account the results from Section 2.3.1, we neglect the
frequency dependence of the flexural phonon self-energy, and write the full flexural
phonon retarded Green’s function as

DR
F,q(ω) =

(
ρω2 − ρΩ2

F,q + isgn(ω)i0+
)−1

, (2.211)
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where ΩF,q =

√(
κ |q|4 + κqηh0 |q|

4−ηh
)
/ρ is the dispersion relation of the flexural

phonon taking into account anharmonic effects. The thermal expansion is thus given
by

αA = −kB
2κ

∫
d2q

(2π)2

~2κ |q|2

ρ (kBT )2

1

4 sinh2
(
~ΩF,q
2kBT

) (1−
∂ log ΩF,q

∂ log T

)

+
kB
2κ

∫
d2q

(2π)2

~κ |q|2

2kBTρΩF,q
coth

(
~ΩF,q

2kBT

)
∂ log ΩF,q

∂ log T
, (2.212)

where we have allowed for ΩF,q to be temperature dependent. If one ignores this
temperature dependence and replaces ΩF,q by the bare dispersion relation, ωF,q, we
recover the QHA result from Eq. (2.199). We now focus on the low temperature limit,
which will be dominated by quantum fluctuations and long wavelength phonons and
therefore we approximate ΩF,q '

√
κqηh0 /ρ |q|2−ηh/2. Furthermore, for T � T ∗ the

flexural phonon self-energy saturates to a constant and therefore we also ignore the
temperature dependence of ΩF,q. Contrary to the divergent result obtained in the
QHA, the integral in Eq. (2.212) is now finite for small momenta for any ηh > 0 (it is
also finite for large momenta) and a straightforward calculation gives us

αA ' −
kB

2π (4− ηh)κ

(
2ρ1/2kBT

~κ1/2q2
0

)2ηh/(4−ηh)

Iηh , T � T ∗ (2.213)

with Iηh the function defined by

Iηh =

∫ ∞
0

dx
x(4+ηh)/(4−ηh)

sinh2 x
. (2.214)

For the low temperature result, obtained both in perturbation theory and with the
SCBA, of ηh = 2 we obtain I2 = 3ζ(3)/2 and a temperature dependence of the thermal
expansion of αA ∝ −T 2. Most importantly, this result correctly predicts a vanishing
thermal expansion coefficient for T → 0, satisfying the third law of thermodynamics
even in the limit of an infinite membrane, L→∞.
For low temperature compared with the Debye temperature, but higher than the

quantum-to-classical temperature T ∗, T ∗ � T � TD,F , classical anharmonic effects
start dominating the physics and we can no longer neglect the temperature dependence
of ΩF,q which is encoded in the momentum scale q0 = q0(T ). Doing the same long
wavelength approximations and cutting off the integral at |q| < q0(T ) for the terms
proportional to ∂ log ΩF,q/∂ log T in Eq. (2.212) (since above q0(T ) anharmonic effects
are weak and therefore the temperature dependence of ΩF,q ' ωF,q is weak), we obtain

αA ' −
kB

2π (4− ηh)κ

(
2ρ1/2kBT

~κ1/2q2
0(T )

)2ηh/(4−ηh)

×

×

[
Iηh − η

T
h

(
Ĩηh

(
~κ1/2q2

0(T )

ρ1/2kBT

)
+ J̃ηh

(
~κ1/2q2

0(T )

ρ1/2kBT

))]
, T ∗ � T � TD,F , (2.215)

where we introduced

Ĩηh(y) =

∫ y

0
dx
x(4+ηh)/(4−ηh)

sinh2 x
, (2.216)

J̃ηh(y) =

∫ y

0
dxx2ηh/(4−ηh) cothx, (2.217)
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and defined the exponent ηTh = ∂ log ΩF,q/∂ log T . Using the classical result from
Eq. (2.65), q0(T ) ∝ T 1/2, we have that ΩF,q ∝ T ηh/4 and therefore ηTh = ηh/4. The fact
that q0(T ) ∝ T 1/2 also implies that the thermal expansion for T ∗ � T � TD,F becomes
temperature independent. As such for graphene we obtain that for T ∗ � T � TD,F
the thermal expansion is of the order of

αA ' −
kB
κ
, (2.218)

confirming the result from Eq. (2.202).

2.4.2 Specific heat

The specific heat at constant pressure/stress is defined as the change of enthalpy with
temperature

cp =
∂H
∂T

∣∣∣∣
P

, (2.219)

where for a crystal the enthalpy per unit area is given by

H = U − 〈uij〉σij ,

with σij the externally applied stress, 〈uij〉 the in-plane linear strain tensor and U is the
total energy of the system per unit area. Since we are working at zero external stress,
the enthalpy coincides with the total internal energy. We prove in Appendix D that
the total energy of an interacting system with cubic and quartic interaction, such as
the one defined by Eq. (2.81), can be expressed in terms of two-point Green’s functions,
using a modified Migdal–Galitskii–Koltun energy sum rule [97, 98]. The total energy
of the membrane per unit area can be written as

U = U (out) + U (L) + U (T ), (2.220)

where U (out) involves the exact flexural phonon Green’s function and U (L/T ) involves the
exact in-plane Green’s function for the longitudinal/transverse phonon. The different
contributions are given by

U (out) = −1

4

1

βA

∑
q̃

(
3ρ (iqn)2 + κ |q|4

)
DF,q̃, (2.221)

U (L/T ) = − 1

βA

∑
q̃

ρ (iqn)2DL/T,q̃. (2.222)

Although anharmonic effects couple in-plane and out-of-plane phonons, we can still
interpret the contribution U (out) as being mostly due to the flexural phonon and the
the contributions U (L/T ) as being mostly due to the in-plane longitudinal/transverse
phonon modes.
Just as for the thermal expansion, we ignore the frequency dependence of the phonon

self-energies and therefore obtain

U (out) =
~
8

∫
d2q

(2π)2 coth

(
~ΩF,q

2kBT

)(
3ΩF,q +

ω2
F,q

ΩF,q

)
, (2.223)

U (L/T ) =
~
2

∫
d2q

(2π)2 ΩL/T,q coth

(~ΩL/T,q

2kBT

)
. (2.224)
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The specific heat can therefore be written as

cp = c(out)
p + c(L)

p + c(T )
p (2.225)

c(out)
p =

∂U (out)

∂T
(2.226)

c(L/T )
p =

∂U (L/T )

∂T
, (2.227)

with

c(out)
p =

kB
4

∫
d2q

(2π)2

(
~ΩF,q

2kBT

)2 3 + (ωF,q/ΩF,q)2

sinh2
(
~ΩF,q
2kBT
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1−

∂ log ΩF,q

∂ log T

)

+
kB
4

∫
d2q

(2π)2

~ΩF,q

2kBT
coth

(
~ΩF,q

2kBT

)[
3−

(
ωF,q
ΩF,q

)2
]
∂ log ΩF,q

∂ log T
, (2.228)

and

c(L/T )
p = kB

∫
d2q

(2π)2

(~ΩL/T,q

2kBT

)2 1

sinh2
(
~ΩL/T,q

2kBT

) (1−
∂ log ΩL/T,q

∂ log T

)

+ kB

∫
d2q

(2π)2

~ΩL,q

2kBT
coth

(
~ΩL,q

2kBT

)
∂ log ΩL/T,q

∂ log T
. (2.229)

We now focus on the low temperature behaviour of the specific heat. Just as for the
thermal expansion, the low temperature properties will be dominated by long wave-
length phonons such that we can approximate ΩF,q '

√
κqηh0 /ρ |q|2−ηh/2. If we are

in the low temperature quantum regime T � T ∗, we also neglect the temperature
dependence of ΩF,q and obtain the contribution to the specific heat

c(out)
p =

3

8π
kBq

2
0

(
2ρ1/2kBT

~κ1/2q2
0

)4/(4−ηh)

Lηh , T � T ∗, (2.230)

where

Lηh =

∫ ∞
0

dx
x(8−ηh)/(4−ηh)

sinh2(x)
. (2.231)

For the obtained value of ηh = 2 at T → 0, we have L2 = 3ζ(3)/2 and c(out)
p ∝ T 2. This

result is to be contrasted with the one obtained at the harmonic level, which would
predict c(out)

p ∝ T , and is a consequence of the change of long wavelength dispersion
of flexural modes from ∝ |q|2 to ∝ |q|. Regarding the contribution mostly due to
in-plane modes, c(L/T )

p , as discussed in Section 2.3.1.2, anharmonic effects only lead
to a logarithmic correction of the in-plane phonon Green’s function, which we will
neglect. Therefore, the contribution mostly due to the in-plane modes reduces to the
non-interacting one, which for T → 0 yields the expected T 2 dependence

c(in)
p = kB

(
2kBT

~

)2( ρ

λ+ 2µ
+
ρ

µ

)
L2. (2.232)

Therefore, taking into account at the same time anharmonic and quantum effects, we
predict an intermediate behaviour T < T 4/(4−ηh) 6 T 2 for the specific heat, which
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results from the non-linear coupling between in-plane and out-of-plane modes. For the
obtained value of ηh = 2 both c(out)

p and c(in)
p are proportional to T 2. Notice, that the

harmonic theory calculated for graphene [99, 100], predicts cp ∝ T up to temperatures
as high as 100 K which is about close to the value we found for T ∗. That is why we
believe that the linear T dependence should not be observable in graphene for which
we predict instead a T 2 dependence.

2.5 conclusions

In this chapter, we have studied the properties of free crystalline membranes. In a
free membrane, the absence of an applied tension or of coupling to a substrate allows
for strong out-of-plane fluctuations, which naively make a flat phase of the membrane
impossible. These out-of-plane fluctuations are inevitably accompanied by in-plane
stretching of the membrane and this fact is at the origin of an anharmonic coupling
between out-of-plane and in-plane phonons. In the high temperature limit, classical
statistical mechanics predicts that these anharmonic affects lead to a strong correction
to the in-plane elastic constants and bending rigidity of the membrane, which become
scale dependent. Motived by the high Debye temperature of graphene (' 1000 K), a
prototypical crystalline membrane, we studied the importance of these anharmonic ef-
fects in the low temperature, quantum regime. In particular, we focused on the effect of
anharmonicities in the dispersion relation of the flexural phonon and in low temperature
behaviour of the thermal expansion and specific heat of a crystalline membrane.
In order to describe quantum effects in a crystalline membrane, we quantized the thin

plate model of a crystalline membrane, which includes anharmonic coupling between in-
plane and out-of-plane phonons, employing a functional path integral approach. Using
the obtained model, we computed, to lowest order in perturbation theory and using
a self-consistent Born approximation (neglecting corrections to the in-plane phonons),
the correction to the dispersion relation of the flexural phonons. By keeping retardation
effects in the effective interaction between flexural modes, due to the exchange of in-
plane phonons, we have found out that the long wavelength dispersion relation for
flexural phonons is changed from the bare result ωF,q ∝ |q|2 into ΩF,q ∝ |q|2−ηh/2,
having obtained ηh = 2 in the T → 0 limit, both in the perturbative and in the self-
consistent calculation. This is to be contrasted with the classical result, where a lowest
order perturbation calculation leads to ηh = 2, but a self-consistent Born approximation
changes this result to ηh = 1. We also estimated the momentum scale, kc, bellow which
anharmonic effects become dominant, having found for graphene kc ' 0.1Å−1 in the
T → 0 limit, which is about 0.6 of the corresponding momentum scale estimated
within classical statistical mechanics at room temperature. We also estimated the
crossover temperature, T ∗, bellow which quantum mechanical fluctuations dominate
the dispersion relation of the flexural phonon. For typical graphene parameters, this
crossover temperature is T ∗ ∼ 70− 90 K.
By using the calculated flexural phonon Green’s functions in the quantum anhar-

monic regime, we established the low temperature dependence of the thermal expan-
sion and of the specific heat. In the T → 0 limit, we find a power-law behaviour for
both the (areal) thermal expansion coefficient αA and the specific heat cp. We found
that for the thin plate model considered, thermal expansion is always negative and that
anharmonic effects render it finite in the thermodynamic limit, vanishing for T → 0 in
agreement with the third law of thermodynamics. The low temperature behaviour of
the thermal expansion is found to the αA ∝ −T 2ηh/(4−ηh), which for the obtained value
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of ηh = 2, yields αA ∝ −T 2. Notice, that this result is to be contrasted with the one
obtained within a quasi-harmonic approximation, which predicts an infinite thermal
expansion at any finite temperature in the thermodynamic limit. The low temperature
behaviour of the specific heat is also affected by the characteristic exponent ηh of the
elementary phonon excitations and we have obtained a specific heat due to the flexural
phonons behaving as c(out)

p ∝ T 4/(4−ηh). For ηh = 2, we obtain c
(out)
p ∝ T 2, while

the harmonic theory predicts c(out)
p ∝ T . The contribution to the specific heat due to

in-plane phonons is found to not be significantly changed by anharmonic effects in the
T → 0 limit, retaining the behaviour of c(in)

p ∝ T , predicted by the harmonic theory.
This work is a first step towards the full understanding of the physics of quantum

crystalline membranes, such as graphene. Many question remain unanswered. First,
since we focused our study on the T → 0 limit, it is not clear how the transition occurs
between the low temperature quantum behaviour and the high temperature classical
one. In particular since we have obtain ηh = 2 for T → 0 and studies based on clas-
sical statistical mechanics yield ηh ' 0.72 - 0.85, one expects that there will be an
intermediate region where ηh will be temperature dependent. Secondly, although the
lowest order perturbation theory calculation and the self-consistent Born approxima-
tion results agree in the value ηh = 2, it is still necessary to perform a calculation that
properly takes into account corrections to the in-plane phonons. Finally, it is also neces-
sary to explore the robustness of the obtained results to deformations of the model used
to describe a crystalline membrane. In particular, it is necessary to access the possible
effect of higher order anharmonic couplings, which appear naturally in a geometrical de-
scription of a membrane, namely, of quartic coupling between in-plane and out-of-plane
displacements and of cubic and quartic couplings between in-plane displacements. Nev-
ertheless, the perturbative calculation presented in the chapter is already sufficient to
show that a simultaneous treatment of quantum and anharmonic effects is necessary to
have a vanishing thermal expansion at zero temperature in the thermodynamic limit, in
accordance with the third law of thermodynamics. The present calculation also allows
to estimate the crossover temperature between the classical and the quantum regime
and of the crossover momentum scale between harmonic and anharmonic behaviour in
the low temperature regime.





3CRYSTALL INE MEMBRANE SUPPORT BY A SUBSTRATE

3.1 introduction

In the previous chapter, we have seen how anharmonic effects play a fundamental role
in the elastic and thermodynamic properties of free (under zero stress and decoupled
from other systems) crystalline membranes, such as graphene and other 2D crystals.
While the physics of suspended samples of 2D crystals will be controlled by anharmonic
effects, the picture will be drastically different for samples supported by a substrate. In
this scenario, it will be the coupling of the 2D crystal to the substrate, and not intrinsic
anharmonic effects, that will dominate the low energy long wavelength physics of the
2D crystal. As a matter of fact it has been know since the early 90’s [101–104] that
the phonon dispersion relation of supported graphene samples is greatly affected by the
substrate, depending on the coupling between the substrate and the graphene overlayer.
The presence of the substrate breaks the out-of-plane mirror symmetry of an isolated
monolayer, which will have a particularly strong effect in the dispersion relation of the
out-of-plane acoustic phonon (also commonly referred to as flexural) of the graphene
overlayer.
We have also seen in the previous chapter that the thermal expansion of a crystalline

membrane is greatly dependent on the dispersion relation of the out-of-plane phonons
of the membrane. Therefore, provided the dispersion of the out-of-plane phonon is
significantly altered, coupling of the membrane to a substrate should play an important
role in the thermal expansion of a membrane.
In more recent times, numerical solutions of the Boltzmann equation for phonons,

indicate that the thermal conduction in graphene is dominated by out-of-plane acoustic
phonons [105]. It was found experimentally [106] and theoretically [107], based on
molecular dynamics calculations, that the thermal conductivity of supported samples
is significantly reduced when compared to the one of suspended samples. The lifetime
of the out-of-plane phonons is also significantly reduced due to the coupling of the
graphene layer to the substrate [108]. Thus, it is necessary to have a good understanding
of the properties of the flexural phonon of graphene samples supported by a substrate.
In this chapter, we study the effect of coupling to a substrate in the dynamics of

the flexural phonon of a crystalline membrane. The chapter is organized as follows.
In Section 3.2, we introduce a minimal model Hamiltonian, based on elasticity theory,
that describes the coupled system of crystalline membrane and substrate. We focus
on the effect of the substrate on the membrane flexural phonon. In order to study the
spectral properties of the membrane flexural mode, taking into account its coupling to
the substrate degrees of freedom, we introduce a dissipation function in Section 3.3 and
compare the results of our model with phonon dispersion data for graphene on top of
different substrate obtained via HREELS in Ref. [103]. In Section 3.4, we also study
the effect of coupling to the substrate for the membrane out-of-plane fluctuations and
thermal expansion, finding that both quantities become substrate dependent. Finally,
in Section 3.5 we summarize the results from this chapter.

47
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Figure 3.1: Schematic representation of coupling between a membrane and the substrate that
supports it, Eq. 3.8.

3.2 model of crystalline membrane coupled to a substrate

In order to describe a crystalline membrane coupled to a substrate we will use a contin-
uous description based on elasticity theory. This approach is suitable to describe the
long wavelength and low energy lattice dynamics of the coupled system. We consider
a crystalline membrane supported by a semi-infinite flat substrate that occupies the
half-space z < 0. Employing a canonical quantization formalism, the Hamiltonian of
the coupled membrane-substrate system can be written as

H = Hout +Hin +Hsubs +Hcoup, (3.1)

Where Hout + Hin is the Hamiltonian describing the isolated crystalline membrane,
Hsubs is the Hamiltonian describing the substrate andHcoup is the coupling Hamiltonian
between the membrane and the substrate. Hout+Hin has the same form as Eq. (2.81) of
the previous chapter but in real time. However, the anticipate that the coupling to the
substrate will play a much more important role than intrinsic membrane anharmonic
effects. We therefore neglect anharmonic terms in Eq. (2.81) and obtain

Hout =

∫
d2x

(
π2
h

2ρ
+

1

2
κ
(
∂2h

)2)
, (3.2)

Hin =

∫
d2x

(
π2

2ρ
+

1

2
cijkluijukl

)
, (3.3)

where once again ρ is the mass density (per unit area) of the membrane, κ is the bending
rigidity and cijkl is the elastic moduli tensor. h is the out-of-plane displacement field
and uij = (∂iuj + ∂jui) /2 is the linear strain tensor, with u the in-plane displacement
field. The canonical conjugate momenta for h and u are, respectively, πh and π, obeying
the equal time commutation relations[

h(x), πh(x′)
]

= iδ(2)(x− x′), (3.4)[
ui(x), πj(x

′)
]

= iδijδ
(2)(x− x′), i, j = x, y. (3.5)

The Hamiltonian for the long wavelength acoustic modes of the substrate half-space is
described within linear elasticity theory as

Hsubs =

∫
z<0

d3~x

(
~π2
s

2ρ3D
+

1

2
c̃αβγδ∂αus,β∂γus,δ

)
, (3.6)
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g [1020N m−3] ω0 [meV] γ0 [meV]

SiO2 1.82 [113] 10 9
hBN 1.2-2.7 [114] 10 15
TaC 20.23 [103] 34 14
HfC 21.72 [103] 35 18
TiC 23.82 [103] 37 32

Table 3.1: Membrane-substrate coupling parameter g for different materials and computed gap,
ω0 Eq. (3.68), and dissipation, γ0 Eq. (3.70), parameters.

where ~x = (x, z), us,α is the displacement field for the substrate, with πs,α the conjugate
momenta. ρ3D is the mass density per unit volume of the substrate and c̃αβγδ is its
elastic moduli tensor, with Greek indices running over the x, y, z coordinates. us,α and
πs,α obey the canonical commutation relations[

us,α(~x), πs,α(~x′)
]

= iδαβδ(~x− ~x′), α, β = x, y, z, (3.7)

Since the out-of-plane phonons of graphene are the most affected by the substrate
[101–103, 109–111] and assuming that the fluctuations around the equilibrium distance
between the substrate and the membrane are small, we consider a quadratic coupling
between the out-of-plane displacements of the membrane and the substrate [112], which
reads

Hcoup =
g

2

∫
d2x (h(x)− us,z(x, 0))2 , (3.8)

with g a spring constant per unit area coupling the membrane and the substrate. The
model is schematically shown in Fig. 3.1. The value of the constant g greatly varies
from substrate to substrate (see Table 3.1). It was estimated in Ref. [113] to have a
value of 1.82 × 1020J/m4 for graphene on SiO2. For graphene on hBN its value can
be estimated from density functional theory (DFT) calculations [114], to be around
1.2− 2.7× 1020J/m4, depending on the orientation of graphene on hBN. For the (111)
surface of transition metal carbides it is of the order of 2×1021J/m4, while for the (001)
face is approximately zero [103], as it is for graphene on platinum (111) [104, 111].

3.2.1 Green’s function for membrane-substrate coupled system

Having neglected anharmonic effects in Eq. 3.3, the in-plane and out-of-plane modes
of the crystalline membrane become completely decoupled. Using the commutation
relations Eqs. (3.4) and (3.7) we obtain the coupled Heisenberg equations for motion
for the membrane out-of-plane and the substrate displacement fields(

−ρ∂2
t − κ∂4 − g

)
h(t,x) = −gũz(t,x, 0), (3.9)(

−ρ3Dδ
αβ∂2

t − Lαβ(∂)− gδzβδ(z)
)
us,β(t,x, z) = −gh(t,x), (3.10)

where we have introduce the acoustic differential operator

Lαβ(∂) = −c̃αµνβ∂µ∂ν . (3.11)
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We now introduce the retarded membrane-membrane and substrate-substrate Green’s
functions

DR
hh(t,x; t′,x′) = −iΘ(t− t′)

〈[
h(t,x), h(t′,x′)

]〉
, (3.12)

DR
uαs u

β
s
(t,x, z; t′,x′, z′) = −iΘ(t− t′)

〈[
us,α(t,x, z), us,β(t′,x′, z′)

]〉
, (3.13)

and the membrane-substrate mixed Green’s function

DR
huαs

(t,x; t′,x′, z′) = −iΘ(t− t′)
〈[
h(t,x), us,α(t′,x′)

]〉
, (3.14)

DR
uαs h

(t,x, z; t′,x′) = −iΘ(t− t′)
〈[
us,α(t,x, z), h(t′,x′)

]〉
. (3.15)

For the components of the Green’s function only involving the membrane out-of-plane
displacement we will use the notation DR

F (t,x; t′,x′) = DR
hh(t,x; t′,x′). The Heisenberg

equations of motion, Eqs. (3.9) and (3.10), imply that the Green’s functions obey the
coupled equations[

−ρ∂2
t − κ∂4 − g gδzαδαγδ(z)

g −ρ3Dδ
αγ∂2

t − Lαγ(∂)− gδzαδαγδ(z)

]
·

·

 DR
F (t,x; t′,x′) DR,

huβs
(t,x; t′,x′, z′)

DR
uγsh

(t,x, z; t′,x′) DR
uγsu

β
s
(t,x, z; t′,x′, z′)

 =

= δ(t− t′)δ(x− x′)

[
1 0

0 δαβδ(z − z′)

]
. (3.16)

The problem is greatly simplified by introducing the Green’s function in the absence of
coupling, g = 0,

D0,R
F =

(
−ρ∂2

t − κ∂4
)−1

, (3.17)

D0,R

uαs u
β
s

=
(
−ρ3Dδ

αβ∂2
t − Lαβ(∂)

)−1
. (3.18)

The problem is further simplified by taking advantage of translation invariance in the
x− y plane and in time, by introducing the Fourier transforms

DR
F,q(ω) =

∫
dt

∫
d2xeiωte−iq·xDR

F (t,x; 0,0), (3.19)

DR
uαs u

β
s ,q

(ω, z, z′) =

∫
dt

∫
d2xeiωte−iq·xDR

uβs u
γ
S

(t,x, z; 0,0, z′), (3.20)

and similarly for the mixed Green’s functions. With these definitions and noticing that
Eq. (3.16) only couples the membrane to the z components of DR

uαs u
β
s
at z = z′ = 0, the

equations of motion for the Green’s function become (D0,R
F,q(ω)

)−1
− g g

g
(
D0,R
uzsu

z
s ,q

(ω)
)−1
− g

 ·
·

[
DR
F,q(ω) DR,

huzs ,q
(ω, 0)

DR
uzsh,q

(ω, 0) DR
uzsu

z
s ,q

(ω)

]
=

[
1 0

0 1

]
, (3.21)
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ρ3D [g/cm3] c11 [GPa] c12 c13 c33 c44 Kz [GPa] vR [m/s]

SiO2 2.20 78 - - - 31 37 3392
hBN 2.28 811 [115] 169[115] 0 [115] 27 [115] 7.7 [115] 14 1835
TaC 14.65 634 [116] - - - 216 [116] 285 3525
HfC 12.27 500 [116] - - - 195 [116] 234 3681
TiC 4.94 500 [117] 113 [117] - - 175 [117] 228 5453

Table 3.2: Mass densities and elastic constants for different possible substrates: SiO2, hBN
and the transition metal carbides TaC, HfC and TiC. The transition metal carbides
where approximated by isotropic materials using constants c11 and c44: the data for
TaC and HfC was taken from polycrystalline samples (Ref. [116]) while for TiC only
the constants c11and c44 are used. The Rayleigh velocities, vR, are computed from
the zeros of Eq. (3.55). Kz is obtained from Eq. (3.64).

where we have written D0,R
uzsu

z
s ,q

(ω) ≡ D0,R
uzsu

z
s ,q

(ω, z = 0, z′ = 0). The bare flexural
phonon propagator is given in Fourier components as, see also Eq. (2.98),

D0,R
F,q(ω) =

1

ρω2 − κ |q|4 + sgn(ω)i0+
. (3.22)

The Green’s function for the flexural mode tacking into account the coupling to the
substrate can be obtained from Eq. (3.21) and we write it as

DR
F,q(ω) =

1

ρω2 − κ |q|4 −ΠR
F,q(ω)

, (3.23)

where ΠR
F,q(ω) is the self-energy induced by the substrate

ΠR
F,q(ω) =

g

1− gD0,R
uzsu

z
s ,q

(ω)
. (3.24)

Therefore, provided we know the substrate Green’s function, D0,R
uzsu

z
s ,q

(ω), Eq. (3.23)
provides a simple expression for the membrane flexural Green’s function in the presence
of the substrate. We point out that obtaining the membrane flexural Green’s function
from Eq. (3.21) is equivalent to the procedure of integrating out the substrate degrees
of freedom. Therefore, in order to describe the properties of the out-of-plane membrane
vibrations we just need to know the Green’s function of the isolated substrate.

In order to have a complete description of the membrane flexural mode coupled to a
dynamic substrate, we are still lacking the knowledge of D0,R

uzsu
z
s ,q

(ω). We will compute
it in the next section in the case of a uniaxial elastic material, such as hexagonal boron
nitride.

3.2.2 Green’s function for isolated uniaxial substrate

We wish to determine the form of D0,R
uzsu

z
s ,q

(ω, z = 0, z′ = 0) for a semi-infinite substrate.
In order to do this we use the fact that in a quadratic theory, such as the one defined
by Eq. (3.6), the quantum mechanical retarded Green’s function coincides with the
classical Green’s function1, since they both obey the same equation of motion. In our

1 By classical Green’s function we mean the mathematical definition of Green’s function as the inverse
of a linear differential operator
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case, both the quantum mechanical Green’s function and the classical one, obey the
bulk equation of motion(

−ρ3Dδ
αγ∂2

t − Lαγ(∂)
)
D0,R

uγsu
β
s ,q

(t,x, z; t′,x′, z′) = δαβδ(x− x′)δ(z − z′). (3.25)

In order to determine the Green’s function of a semi-infinite elastic substrate we must
introduce boundary conditions at z = 0. Instead of doing that, we will instead use
the fact that the Green’s function relates an induced displacement field to a time and
position dependent applied pressure, ~f(t,x), at z = 0 by

δus,α(t,x, z) = −
∫
dt′
∫
d2x′D0,R

uαs u
β
s
(t,x, z; t′,x′, 0)fβ(t′,x′), (3.26)

which can be understood as the integral from of the boundary condition in the presence
of ~f(t,x) at z = 0. We also point out that Eq. (3.26) is just the Kubo formula for linear
response (see Appendix B) applied in the context of linear elasticity theory, due to a
term added to the Hamiltonian Eq. (3.6) of the form

Vf (t) = −
∫
d2x~f(t,x) · ~us (x, 0) . (3.27)

We also point out that for a quadratic theory and if the external source couples linearly
to the dynamical degrees of freedom, the response to the source is always linear, that
is, Kubo formula is exact. Therefore in order to determine teh quantum mechanical
Green’s function, D0,R

uzsu
z
s ,q

, we just need to study the response of the substrate to an
external pressure at z = 0.
The displacement induced by the external pressure ~f(t,x) at z = 0, δus,α(t,x, z),

obeys the bulk equation of motion for z < 0,(
−ρ3Dδ

αβ∂2
t − Lαβ(∂)

)
δus,β(t,x, z) = 0. (3.28)

In the presence of the external pressure ~f(t,x) at z = 0, we have the boundary equation

Bαβ(∂)us,β(t,x, 0) = fα(t,x). (3.29)

with the boundary condition differential operator defined as

Bαβ(∂) = c̃αzµβ∂µ. (3.30)

In order to proceed, we must specify the form of the substrate elastic tensor, c̃αβγδ.
We will focus on uniaxial materials (also refereed to as transverse isotropic or polar
anisotropic), which are isotropic with relation to rotations along a single axis, the c-
axis. Crystals with hexagonal symmetry fall into this category [79]. A uniaxial material
has 5 independent elastic constants. These are conveniently expressed in matrix form
using Voigt notation

c̃IJ =



c11 c12 c13 0 0 0

c12 c11 c13 0 0 0

c13 c13 c33 0 0 0

0 0 0 c44 0 0

0 0 0 0 c44 0

0 0 0 0 0 (c11 − c12) /2


, (3.31)
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where the Voigt indices I, J which run over {1, 2, 3, 4, 5, 6} and correspond to the pairs
of spacial indices {xx, yy, zz, yz, xz, xy}. Therefore, in Voigt notation, c13 corresponds
to c̃xxzz, for example. In the case of an isotropic substrate, the 5 constants are reduced
to two: c11 = c33 = λiso3D + 2µiso3D, c12 = c13 = λiso3D, c44 = µiso3D, with λ

iso
3D and µiso3D Lamé

coefficients for a isotropic 3D material. Therefore, for an uniaxial material, the acoustic
differential operator Lαβ(∂) is explicitly given by

− Lαβ(∂) = c11∂
2
x + 1

2 (c11 − c12) ∂2
y + c44∂

2
z

1
2 (c11 + c12) ∂x∂y (c13 + c44) ∂x∂z

1
2 (c11 + c12) ∂x∂y

1
2 (c11 − c12) ∂2

x + c11∂
2
y + c44∂

2
z (c13 + c44) ∂y∂z

(c13 + c44) ∂x∂z (c13 + c44) ∂y∂z c44

(
∂2
x + ∂2

y

)
+ c33∂

2
z


(3.32)

and the boundary condition operator becomes

Bαβ(∂) =

 c44∂z 0 c44∂x

0 c44∂z c44∂y

c13∂x c13∂y c33∂z

 . (3.33)

It is useful to take into account the translational invariance of the problem along the
x − y plane and write the induced displacement field in terms of Fourier components
in (t,x) variables as

δ~us(t,x, z) =

∫
dω

2π

∫
d2q

(2π)2 δ~us(ω,q, z)e
−iωteiq·x, (3.34)

such a representation is usually refereed to as angular spectrum representation in the
field of optics. We also present the external pressure in Fourier components

~f(t,x) =

∫
dω

2π

∫
d2q

(2π)2
~f(ω,q)e−iωteiq·x. (3.35)

With this representation, the linear response relation Eq. (3.26) becomes

δus,α(ω,q, z) = −D0,R

uαSu
β
s ,q

(ω, z, 0)fβ(ω,q). (3.36)

Since we are dealing with isotropic system in the x − y plane, we can focus, without
loss of generality, on the situation with q = (0, q). With this considerations, the
displacement field obeys the bulk equation of motion(

ρ3Dω
2δαβ − Lαβ(q, ∂z)

)
δus,β(ω, q, z) = 0, (3.37)

with

Lαβ(q, ∂z) =

 1
2 (c11 − c12) q2 − c44∂

2
z 0 0

0 c11q
2 − c44∂

2
z −i (c13 + c44) q∂z

0 −i (c13 + c44) q∂z c44q
2 − c33∂

2
z

 .
(3.38)
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The external pressure at z = 0, will generate acoustic waves (which can be propagating
or evanescent) that propagate away from the interface. Therefore, we can look for a
solution of the form

δ~us(ω, q, z) =
3∑
ζ=1

~ξζ(ω, q)δus,ζ(ω, q)e
−ikz,ζ(ω,q)z, (3.39)

where δũs,ζ(ω, q) are mode amplitudes, labelled by the indice ζ, with polarization vec-
tor ~ξζ(ω, q) and wavevectors along the z direction given by kz,ζ(ω, q). The different
kz,ζ(ω, q) are obtained as the solutions of the secular equation

det
[
ρ3Dω

2δαβ − Lαβ(q,−ikz)
]

= 0, (3.40)

and the polarization vectors are obtained as the solutions of[
ρ3Dω

2δαβ − Lαβ(q,−ikz)
]
ξβζ (ω, q) = 0. (3.41)

From Eq. (3.40) we obtain three possible solutions for k2
z , and therefore six solutions

for kz. From these six solutions and taking into account causality, we choose the
three solutions which describe waves propagating away from the interface. These three
solutions are given by

kz,1/2(ω, q) = sgn(ω)

√
B

2
±
√
B2

4
− C + sgn(ω)i0+, (3.42)

kz,3(ω, q) = sgn(ω)

√
ω2ρ3D

c44
− c11 − c12

2c44
q2 + sgn(ω)i0+, (3.43)

where

B =
c11

c44

(
ρ3Dω

2

c11
− q2

)
+
c44

c33

(
ρ3Dω

2

c44
− q2

)
+

(c13 + c44)2

c33c44
q2, (3.44)

C =
c11

c33

(
ρ3Dω

2

c11
− q2

)(
ρ3Dω

2

c44
− q2

)
. (3.45)

In the definition of kz,ζ(ω, q) the pre-factor sgn(ω) ensures that for real kz,1/2(ω, q),
Eq. (3.39) represents waves propagating away from the interface. If the square root in
kz,ζ(ω, q) becomes imaginary the term under the square root sgn(ω)i0+ ensures that the
solution is an evanescent wave, which decays into the substrate bulk, z → −∞ (recall
the general replacement rule for obtaining retarded Green’s functions ω → ω + i0+).
The (not normalized) polarization vectors are given by

~ξ1/2(ω, q) =

 0

a1/2(ω, q)

1

 , ~ξ3(ω, q) =

 1

0

0

 , (3.46)

where

a1/2(ω, q) = −
(c13 + c44)qkz,1/2(ω, q)

ω2 − c11q2 − c44k2
z,1/2(ω, q)

. (3.47)

Notice that the mode ζ = 3 is a pure shear mode, being a transverse mode with polar-
ization vector always lying in the x− y plane. The polarization vectors corresponding
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to ζ = 1, 2 lie in the plane of incidence of the acoustic wave, and are a mixture of lon-
gitudinal and transverse mode. For an isotropic substrate, these two modes, ζ = 1, 2
become, respectively, transverse and longitudinal modes. From Eqs. (3.39) and (3.46)
we can write the displacement field at z = 0 as

δ~us(ω, q, 0) =

 1 0 0

0 a1(ω, q) a2(ω, q)

0 1 1

 ·
 δus,3(ω, q)

δus,1(ω, q)

δus,2(ω, q)

 . (3.48)

Using this equation together with the boundary condition Eq. (3.29), we can relate the
mode amplitudes δũs,ζ(ω, q) to the pressure ~f as −ic44kz,3 0 0

0 −ic44kz,1a1 + ic44q −ic44kz,2a2 + ic44q

0 ic13qa1 − ic33kz,1 ic13qa2 − ic33kz,2

 ·
 δus,3

δus,1

δus,2

 =

 fx

fy

fz

 .
(3.49)

We invert this relation in order to express the mode amplitudes δus,ζ(ω, q) in terms of
~f and then use Eq. (3.48) to obtain a linear relation between δ~us(ω, q, 0) and ~f(ω, q).
Comparing the obtained relation with Eq. (3.36), we can read off the different elements
of D0,R

uαs u
β
s ,q

(ω) for z = z′ = 0 and obtain the non-zero components for q = (0, q):

D0,R
uxsu

x
s ,q

(ω) = − i

c44kz,3
, (3.50)

D0,R
uysu

y
s ,q

(ω) = −ic33

M
(a2kz,1 − a1kz,2) , (3.51)

D0,R
uysuzs ,q

(ω) = −ic44

M
[a1a2 (kz,2 − kz,1) + q (a2 − a1)] , (3.52)

D0,R
uzsu

y
s ,q

(ω) = − i

M
[c33 (kz,1 − kz,2)− c13q (a1 − a2)] , (3.53)

D0,R
uzsu

z
s ,q

(ω) = −ic44

M
(a2kz,2 − a1kz,1) , (3.54)

where we have defined the function

M = c44 (q − kz,2a2) (c13qa1 − c33kz,1)− c44 (q − kz,1a1) (c13qa2 − c33kz,2) . (3.55)

We point out that for a general wavevector q = q (cos θ, sin θ), D0,R

uαs u
β
s ,q

(ω) can be
obtained, appealing to in-plane isotropy, by performing an in-plane rotation of the
tensor D0,R

ũαũβ ,q=(0,q)
(ω). However, in our case we do not need to perform such rotation

as we are only interested in the D0,R
uzsu

z
s ,q

(ω) component, which is not affected by the
rotation. For an isotropic substrate, D0,R

uzsu
z
s ,q

(ω) simplifies to

D0,R
uzsu

z
s ,q

(ω) = −i
(
ρ3Dω

µiso3D

)2 kz,L(
k2
z,T − q2

)2
+ 4q2kz,Lkz,T

, (3.56)

where

kz,L = sgn(ω)

√
ρ3Dω2

λiso3D + 2µiso3D

− q2 + sgn(ω)i0+, (3.57)

kz,T = sgn(ω)

√
ρ3Dω2

µiso3D

− q2 + sgn(ω)i0+, (3.58)
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are the wavenumbers along the z direction for longitudinal and transverse sound waves
and we reobtain the result from Ref. [118].
Now we will study the information contained in D0,R

uzsu
z
s ,q

(ω) and in kz,ζ(ω, q). We
notice that the condition k2

z,ζ(ω, q) = 0, makes the transition between propagating and
evanescent waves, split the region in the (ω, q) space which supports a continuum of
bulk states from the region where there will be no bulk states. For the shear mode
ζ = 3, the continuum of bulk states exist for

ω >

√
c11 − c12

2ρ3D
|q| , continuum for ζ = 3, (3.59)

in which case ImD0,R
uxsu

x
s ,q

(ω) 6= 0. For the polarizations ζ = 1 and 2, and assuming that
c11 > c44 which holds for most materials, we obtain that the continuum of bulk states
exists for

ω >

√
c44

ρ3D
|q| , continuum for ζ = 1, (3.60)

ω >

√
c11

ρ3D
|q| , continuum for ζ = 2, (3.61)

and ImD0,R

uαs u
β
s ,q

(ω) 6= 0 for α and β in the plane of incidence. For

(
ω

|q|

)2

<
min ((c11 − c12) /2, c44, c11)

ρ3D
(3.62)

the semi-infinite substrate does not support bulk modes, that is, modes that propagate
in the bulk with real kz,ζ(ω, q). It is however possible to obtain a localized surface
mode: the Rayleigh mode, which will have a linear dispersion relation: ωR,q = vR |q|,
with vR the velocity of the Rayleigh mode. The dispersion relation of the Rayleigh
mode can be obtained from the zeros of the function M , which correspond to poles in
D0,R

uαs u
β
s ,q

(ω). This divergence only occurs in the components of D0,R

uαs u
β
s ,q

(ω) that lie in
the plane of incidence defined by the directions of q and z, which indicates the Rayleigh
mode polarization lies in the plane of incidence.
Finally, we study two important limits of D0,R

uαs u
β
s ,q

(ω), namely the zero momentum
limit and the static limit. For the zero momentum limit, we have

lim
q→0

D0,R

uαs u
β
s ,q

(ω) = − i

ω
√
ρ3Dc33

, (3.63)

while in the static limit we obtain

lim
ω→0

D0,R

uαs u
β
s ,q

(ω) = − 1

Kz |q|
, (3.64)

where Kz is a constant that depends on the elastic constants of the material. For an
isotropic material, Kz reduces to

Kz =
2µiso3D

(
λiso3D + µiso3D

)
λiso3D + 2µiso3D

. (3.65)

Knowing the form of D0,R
uzsu

z
s ,q

(ω) and having a complete understanding of the modes
of a semi-infinite elastic substrate, we are in a position to study the properties of the
flexural mode of the membrane coupled to the substrate.
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3.3 spectral properties of flexural mode

Notice that if the substrate is considered static (limit of infinite density and elastic
constants) the membrane flexural Green’s function reduces to

DR
F,q(ω) =

1

ρω2 − κ |q|4 − g + sgn(ω)i0+
, (3.66)

meaning that the flexural phonon dispersion relation is modified from ωF,q =
√
κ |q|4 /ρ

to
ωgapped
F,q =

√
κ

ρ
|q|4 + ω2

0, (3.67)

becoming gapped for q→ 0, with a gap given by

ω2
0 =

g

ρ
. (3.68)

However, for a dynamical substrate, this gap will fall into the bulk continuum of states
of the substrate, which will act as a dissipative bath and induce a finite lifetime for
the membrane flexural mode. Using the q→ 0 limit of the substrate Green’s function,
Eq. (3.63), the self-energy of the flexural mode induced by the substrate, Eq. (3.24),
becomes

ΠR
F,q(ω) = ρ

ω2
0

ω2 + γ2
0

(
ω2 − iωγ0

)
, (3.69)

where
γ0 =

g
√
c33ρ3D

, (3.70)

is a constant that characterizes the lifetime of the possible gapped flexural mode at
q = 0. Looking for solutions of

ρω2 − ReΠR
F,0(ω) = 0, (3.71)

we find out that for ω0 > γ0 the previous condition is satisfied for

ω =
√
ω2

0 − γ2
0 , (3.72)

and therefore, we see that the dynamics of the substrate reduce the zero momentum
frequency of the flexural-gapped mode when compared with Eq. (3.67). For ω0 < γ0, the
flexural-gapped mode is not well defined. The ratio γ0/ω0 =

√
gρ/ (c33ρ3D), indicates

how strong is the damping of the flexural-gapped phonon by the substrate. The greater
is the membrane-substrate coupling and the smaller is the mass density and elastic
constants of the substrate, the stronger will be damping of the flexural-gapped phonon.
Besides the emergence of a broadened flexural-gapped mode, the flexural mode of

the membrane will also hybridize with the Rayleigh surface mode of the substrate,
which was also pointed out in Ref. [107]. This hybrid flexural-Rayleigh mode will only
occur bellow be continuum of bulk states of the substrate, ω <

√
c44/ρ3D |q|, where

ImDR
uzsu

z
s ,q

(ω) = 0 and consequently ImΠR
F,q(ω) = 0. The dispersion relation of the

flexural-Rayleigh mode, ωFR,q, is obtained from the condition

ρω2
FR,q = κ |q|4 + ReΠR

F,q(ωFR,q). (3.73)
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Close to the dispersion relation of the flexural-Rayleigh mode, (ω,q) ' (ωFR,q,q) ,
DR
F,q(ω) can be approximated as

DR
F,q(ω) =

1

ρ

ZFR(q)

ω2 − ω2
FR,q + sgn(ω)i0+

, (3.74)

where
Z−1
FR(q) = 1− 1

2ρωFR,q

∂

∂ω
ReΠR

q (ωFR,q), (3.75)

is the weight, or field strength, of the flexural-Rayleigh mode on the membrane and in-
dicates to which extent the hybrid flexural-Rayleigh mode is localized in the crystalline
membrane (and not in the substrate).
All the spectral information regarding the dynamics of the membrane flexural mode

coupled to the substrate can be encoded by defining a flexural mode dissipation function
as

AF (ω,q) = −2ρωImDR
F,q(ω). (3.76)

This quantity is a good spectral function. First, it is positive defined,

AF (ω,q) ≥ 0, (3.77)

and, secondly, it satisfies the sum rule∫ +∞

−∞

dω

2π
AF (ω,q) = 1. (3.78)

Both these properties can be easily proved using a Lehmann representation for ImDR
F,q(ω).

Using a complete and exact eigenbasis {|n〉}, we can write ImDR
F,q(ω) as

ImDR
F,q(ω) = − π

Z

∑
n,m

(
e−βEn − e−βEm

)
|〈n|hq |m〉|2 δ (ω + En − Em) . (3.79)

Using the fact that ω
(
1− e−βω

)
≥ 0, one obtains that the condition−ωImDR

F,q(ω) > 0.
Furthermore, we also have that

− 2ρωImDR
F,q(ω) =

= ρ
2π

Z

∑
n,m

(
e−βEn − e−βEm

)
(Em − En) 〈n|hq |m〉 〈m|h−q |n〉 δ (ω + En − Em)

= −2π

Z

∑
n,m

(
e−βEn − e−βEm

)
〈n| ρ [H,hq] |m〉 〈m|h−q |n〉 δ (ω + En − Em) . (3.80)

Using the Heisenberg equation of motion ḣq = i [H,hq] = πh,q/ρ and integrating over
frequency we obtain∫ +∞

−∞

dω

2π
AF (ω,q) =

1

Z

∑
n,m

(
e−βEn − e−βEm

)
〈n|πh,q |m〉 〈m|h−q |n〉

= i 〈[πh,q, h−q]〉 . (3.81)

Using the canonical commutation relation,[πh,q, h−q] = −i, we obtain the sum rule
Eq. (3.78). The spectral function also provides information about how the system will
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Figure 3.2: Density plot of the flexural mode dissipation function and field strength of flexural-
Rayleigh mode on the membrane as a function of q for a graphene layer on top of a
SiO2 substrate. (a) Density plot of the flexural mode dissipation function (in units
of 2γ0/ω

2
0) for a graphene layer on top of a SiO2 substrate. The dashed red line

show the flexural-gapped dispersion relation, Eq. (3.67), and the solid cyan line
shows the dispersion relation of the hybridized flexural-Rayleigh mode, which is
determined by Eq. (3.73). The dashed cyan line represents the dispersion relation
of the Rayleigh surface mode. Above the yellow dashed (ω =

√
c44/ρ3Dq) the

substrate has a continuum of bulk states. (b) Plot of the field strength of the
flexural-Rayleigh mode in the membrane, ZFR(q), and of the spectral weight of
flexural-gapped mode. The some of both contributions adds to 1 according to the
sum rule Eq. (3.86). The dashed red and orange dashed lines represent, respectively,
|q| = vR

√
ρ/(2κ), around which ZFR(q) is maximum, and |q| = vR

√
ρ/κ, above

which the hybridization between the membrane flexural mode and the substrate
Rayleigh mode becomes less important.

dissipate energy that is injected in it by an external force. As a matter of fact, if we
act on the membrane with a time-dependent external force, f(t,x),

f(t,x) =

∫
d2q

(2π)2 fω0(q)eiq·x
(
e−iω0t + eiω0t

)
, (3.82)

which couples to the membrane as

Vf (t) = −
∫
d2xf(t,x)h(x), (3.83)

then the average energy dissipated over a period 2π/ω0 is given by

dĒ

dt
= −

∫
d2q

(2π)2 2ω0ImDR
F,q(ω0) |fω0(q)|2

=
1

ρ

∫
d2q

(2π)2AF (ω0,q) |fω0(q)|2 . (3.84)

For a given q, for ω close to ±ωFR,q, the dissipation function displays a δ-Dirac
divergence, being given by

AF (ω,q) = πZFR(q)δ(ω ∓ ωFR,q). (3.85)
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Figure 3.3: Density plot of the flexural mode dissipation function (in units of 2γ0/ω
2
0) for

graphene on top of different substrates: (a) TaC, (b) HfC and (c) TiC. The squares
represent experimental data for the dispersion relation of graphene phonons on
the three substrate obtained via HREELS in Ref. [103]. The insets show the field
strength of the flexural-Rayleigh mode on the graphene membrane. The dashed
cyan, black and yellow lines represent respectively ω = vRq, ω =

√
c44/ρ3Dq and

ω =
√
c11/ρ3Dq.

Therefore, the sum rule Eq. (3.78) implies that

ZFR(q) +

∫ +∞

√
c44/ρ3D|q|

dω

π
AF (ω,q) = 1. (3.86)

In Fig. 3.2, we plot the flexural mode dissipation function, the dispersion relation of the
flexural-Rayleigh mode and its weight, ZFR(q), for a graphene membrane on a SiO2

substrate. It can be see that for small values of momentum the spectral function is very
broad, due to the coupling of the membrane to the continuum of bulk substrate modes,
with the flexural-gapped mode being very poorly defined. Furthermore, we see that the
membrane flexural mode and the substrate Rayleigh mode are more strongly coupled
for values arround |q| ∼ vR

√
ρ/(2κ), around which ZFR(q) reaches a maximum, and

becomes less important for |q| � vR
√
ρ/κ. The suppression of the flexural phonon for

small momenta has been observed in Ref. [103], where the phonon dispersion relations
for graphene on different transition metal carbides was measured using HREELS. In
Fig. 3.3, we compare the spectral function obtained from of our model with experimen-
tal phonon dispersion of Ref. [103]. Although our model fails at large momenta, as
expected for a continuous model, it semi-quantitatively explains the lack of experimen-
tal data for the flexural mode at low momentum for graphene on lighter substrates (see
the different mass densities for the substrates in Table 3.2), since the phonons become
ill defined as quasi-particles. Also notice that experimentally there are indications of a
Rayleigh mode. Our model predicts that just by probing the graphene overlayer it is
possible to detect the hybrid flexural-Rayleigh mode. If this is the case or if what is
experimentally seen comes from the fact that the first few layers of substrate are also
being probed is not clear.
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Figure 3.4: Plot of for the out-of-plane mode correlation for graphene on top of a SiO2 substrate
function at zero frequency, DR

F,q(0), as a function of the momenta. Also shown are
small, ∼ |q|−1, and large, ∼ |q|−4, limiting behaviours of DR

F,q(0).

3.4 out-of-plane fluctuations and thermal expansion

3.4.1 Height-height correlation function

The same time height-height correlation function is given in accordance with the fluctuation-
dissipation theorem (see Appendix C) by:

〈h(x)h(0)〉 = −~
∫
dωd2q

(2π)3 e
iq·x coth

(
~ω

2kBT

)
ImDR

F,q(ω). (3.87)

In the high temperature limit, we have coth (~ω/ (2kBT )) ' 2kBT/ (~ω) and using
Kramers-Kronig relation we obtain the classical result

〈h(x)h(0)〉 ' −kBT
∫

d2q

(2π)2 e
iq·xReDR

F,q(0). (3.88)

Due to the coupling of the membrane to the substrate, from Eqs. (3.24) and (3.64), we
obtain at low momenta

lim
q→0

DR
F,q(0) = − 1

Kz |q|
, (3.89)

which is exactly the same result as for the substrate Green’s function. This result shows
that at long-wavelengths the behaviour of the membrane is completely determined by
the substrate, for which we also have DR

uzsu
z
s ,q

(0) = − (Kz |q|)−1, Eq. (3.64). This result
is different from what would be obtained if we treated the substrate as static, in which
case we would obtain limq→0D

R
F,q(0) = −1/g. At smaller wavelengths the membrane

on a substrate behaves as a free membrane and we obtain DR
hh,q(0) ∼ − |q|−4. This

results are demonstrated in Fig. 3.4.
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For large distances, using Eqs. (3.88) and (3.89), we obtain at high temperatures

〈h(x)h(0)〉 ' −kBT
2π

∫
dqqJ0 (q |x|)DR

F,q(0)

' kBT

2πKz

∫ 1/x

0
dq

' kBT

2πKz |x|
, (3.90)

a result that is independent of the membrane-substrate coupling, g, and that coincides
with the result for the bare substrate surface out-of-plane displacement, 〈us,z(x, 0)us,z(0, 0)〉.
For the quadratic dispersion relation of flexural phonons, it is known that

〈
h2(0)

〉
di-

verges at any finite temperature. In Fig. 3.5 it is shown
〈
h2(0)

〉
as a function of tem-

perature for two different substrates. At high temperature,
〈
h2(0)

〉
is approximately

given by 〈
h2(0)

〉
=

kBT

2π
√
κg
Υ

(
g3/4κ1/4

Kz

)
, (3.91)

being proportional to the temperature in accordance with the classical theory, and with
the function Υ (x) defined as

Υ (x) =

∫ ∞
0

du

u3 + 1/(u+ x)
. (3.92)

This function has two limiting cases: Υ (0) = π/4 and Υ (x) ∼ x2/32π/(3
√

3) for x� 1;
from which we obtain

〈
h2(0)

〉
'


kBT
8
√
κg , g3/4κ1/4 � Kz

kBT

3
√

3(κK2
z )1/3

, g3/4κ1/4 � Kz

. (3.93)

It is interesting to notice that for small g, it is found the same result as if one completely
ignores the dynamics of a substrate [119].Using the values in Tables 3.1 and 3.2, we
obtain g3/4κ1/4/Kz ' 0.9, for SiO2, and g3/4κ1/4/Kz ' 2.4, for hBN , such that none
of the limits actually dominates. The behaviour of

〈
h2(0)

〉
with temperature, taking

into account quantum effects is show in Fig. 3.5. As it can be seen, the out-of-plane
fluctuation is larger for graphene on a hBN substrate than for graphene on an SiO2

substrate. This can be explained by Eq. (3.93), which predicts that for a substrate
with smaller Kz (see Table 3.2)

〈
h2(0)

〉
is larger.

3.4.2 Thermal expansion

As discussed in Chapter 2, the thermal expansion is zero in a purely harmonic the-
ory. Therefore in order to compute the thermal expansion of a supported membrane
we must include anharmonic effects at some level. We will assume that anharmonic
effects are not significantly affected by the coupling of the membrane to the substrate
and that therefore the dominant anharmonic terms for the membrane are the same
as for a free membrane and given by Eqs. (2.38) and (2.39). However, while a free
membrane is a strongly anharmonic system, for a supported membrane intrinsic mem-
brane anharmonicities will be suppressed due to the long wavelength behaviour of the
substrate induced self energy, Eq. (3.24), limq→0 ΠR

F,q(ω) = Kz |q|. Therefore, in order
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Figure 3.5: Plot of the average same-site out-of-plane displacement fluctuation as a function of
temperature for graphene on top of hBN and SiO2 substrates. The solid lines take
into account quantum fluctuations, while the dashed lines show the high tempera-
ture classical result.

to describe the thermal expansion in a supported membrane, a QHA treatment of an-
harmonic effects will be sufficient. The thermal expansion of a supported membrane is
thus still given by Eq. (2.210)

αA =
~2

kBT 2

∫
dωd2q

(2π)3

|q|2 ω

4 sinh2
(

~ω
2kBT

) ImDR
F,q(ω), (3.94)

but with DR
F,q(ω) the harmonic out-of-plane mode Green’s function taking into account

the coupling of the membrane to the substrate, Eq. (3.23). As shown in Eq. (3.79),
we have that ωImDR

F,q(ω) < 0 and therefore Eq. (3.94) predicts a negative thermal
expansion just as in the case of a free membrane. Just as in Eq. (3.88), in the high
temperature limit we can approximate sinh (~ω/(2kBT )) ' ~ω/(2kBT ) and use the
Kramers-Kronig relation to obtain the thermal expansion in the high temperature,
classical limit, which is given by

αA '
kB
2

∫
d2q

(2π)2 |q|
2 ReDR

F,q(0). (3.95)

Performing the integration in momentum we obtain

αA ' −
kB
4πκ

Ψ
qD

(
κ
g

)1/4
(
g3/4κ1/4

Kz

)
, (3.96)

where qD is the Debye momentum and we have defined the function

ΨΛ (x) =

∫ Λ

0

duu2

u3 + 1/(u+ x)
. (3.97)
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Figure 3.6: Plot of the of areal thermal expansion of a graphene membrane supported by two
different substrates, hBN and SiO2, as a function of temperature. The solid lines
take into quantum effects and are given by Eq. (3.94), while the dashed lines are
the high temperature classical limit given by Eq. (3.95). The dashed black line rep-
resents the high temperature thermal expansion for a free membrane as estimated
from Eq. (3.99).

This function has two limiting behaviours: ΨΛ (0) = log
(
1 + Λ4

)
/4 and ΨΛ (x) ∼

log
(
1 + Λ3x

)
/3, for x � 1. Therefore, we obtain two limiting cases for the thermal

expansion

αA '

−
kB

16πκ log
(

1 +
κq4D
g

)
, g3/4κ1/4 � Kz

− kB
12πκ log

(
1 +

κq3D
Kz

)
, g3/4κ1/4 � Kz

. (3.98)

Close to room temperature one obtains a value in the order of −6 to −7 × 10−6 K−1.
This is to be compared with the estimation for the thermal expansion of a free crystalline
membrane at high temperature [96], Eq. (2.202),

αA ' −
kB
8πκ

log

(
16πκ3/2ρ1/2

3~Y2D

)
, (3.99)

which gives a higher thermal expansion ' −10−5 K−1. In Fig. 3.6, we show the thermal
expansion of graphene supported by two different substrates as a function of tempera-
ture. As it can be seen, graphene on hBN has a larger thermal expansion than graphene
on SiO2. This can be explained by the smaller value of Kz for the hBN. Also notice
that the thermal expansion tends very slowly to the high temperature limit given by
Eq. .(3.95), which is understandable, given the high Debye temperature of graphene,
TD ' 1000 K.

3.5 conclusions

In this chapter, we have studied the lattice dynamics of a crystalline membrane that is
coupled to a substrate, focusing on the out-of-plane mode of the membrane. In doing so,
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we carefully took into account the dynamics of the substrate and therefore considered
the coupling of the membrane flexural mode with the substrate low energy acoustic
phonons.
Since the substrate, a half-space elastic medium, supports, in general, both a con-

tinuum of bulk modes and a surface Rayleigh mode, the effect of the coupling of the
membrane out-of-plane mode to the substrate will be twofold. (i) Coupling to a static
substrate will give origin to a gap in the dispersion relation of the membrane flexural
mode, which will behave as a low energy optical phonon at long wavelength and as a
free membrane flexural mode for small wavelengths. This flexural-gapped mode will lie
within the continuum of the substrate bulk modes, which will act as a dissipative bath
for the flexural-gapped mode, giving origin to a finite lifetime and possibly making the
flexural-gapped mode at long wavelengths very poorly defined. Our model predicts
that the softer and lesser dense the substrate, the more ill defined the flexural-gapped
mode will be. (ii) The membrane flexural mode also couples to the substrate surface
Rayleigh mode, with which it will hybridize. Since the Rayleigh mode is an isolated
mode (and not part of a continuum), the flexural-Rayleigh mode will have an infinite
lifetime. The hybridization between the surface Rayleigh and the membrane flexural
mode will be strongest for momenta |q| . vR

√
κ/ρ, where vR is the Rayleigh mode

velocity.
We compared our model with experimental HREELS dispersion relations of graphene

phonons on different transition metal carbides of Ref. [103]. In agreement with our
model, lighter substrates make the flexural-gapped mode less well defined leading to an
inability to resolve experimentally this mode at long wavelengths, which is described in
our model by a very broad dissipation function. Furthermore, and in agreement with
our model, experimental data also shows signs of a Rayleigh mode, although it is not
possible to determine whether this is due to the hybridization of the flexural-Rayleigh
mode or due to the fact that the substrate is being directly probed in the experiments.
We also studied the out-of-plane fluctuations and the thermal expansion of a mem-

brane on top of a substrate. We found out that both quantities are made finite by
the coupling of the membrane to the substrate, which completely dominates the long
wavelength behaviour of the membrane. As expected, for weaker couplings between the
substrate and the membrane, both quantities become larger. In the limit of weak cou-
pling, both quantities become independent on the elastic constants of the substrate and
the results are the same as for a membrane coupled to a static, infinitely massive and
stiff, substrate. In the limit of strong coupling between membrane and substrate, the
results become independent on the membrane-substrate coupling constant but become
dependent on the elastic constant of the substrate Kz. In this limit, the smaller Kz, the
greater are the out-of-plane fluctuations and the thermal expansion. We find out that
the thermal expansion of graphene on top of two commonly used substrates, SiO2 and
hBN, is around −6 to −7 × 10−6 K−1 at room temperature, respectively. Therefore,
this work shows how properties, in this case lattice dynamics, of 2D crystals, which for
bulk materials are generally thought of as intrinsic properties, are greatly affected by
their environment.





Part II

ELECTRONIC TRANSPORT IN 2D AND LAYERED
MATERIALS





4CONDUCTIV ITY OF GRAPHENE ON A SUBSTRATE :
FLEXURAL PHONON EFFECTS

4.1 introduction

The quality of a material as an electric conductor is generally described in terms of the
carrier mobility, which is defined as

µc =
σDC

en
, (4.1)

where σDC is the DC conductivity, n is the carrier density and e is the electronic charge.
Graphene was found to be a remarkable conductor, with intrinsic mobilities as high as
200000 cm2V−1s−1 at room temperature having been inferred from experimental data
[120, 121]. Such mobilities would outperform all known semiconductor materials [122]
and even semiconducting carbon nanotubes [123], the previous record holder.
However, the intrinsic value of mobility is never possible to achieve due to the un-

avoidable presence of disorder. For graphene, this is specially true and the obtained
mobility depends not only on the quality of the graphene sample, but also on the kind
of device that is used. Therefore, while samples of graphene on a SiO2 substrate dis-
play typical mobilities of µc ' 10000 cm2V−1s−1 for electronic densities of n ' 1012

cm−2 [34], graphene samples on hBN substrates with mobilities as high as µc ' 100000
cm2V−1s−1 have been reached for n ' 1011 cm−2 [124], a value which is further in-
creased for graphene samples encapsulated in hBN [125].
Another possibility is to consider suspended graphene samples [126–128]. In sus-

pended samples, by eliminating scattering sources due to the substrate, such as corru-
gations due to substrate roughness [129] and scattering by substrate phonons [130, 131],
increased mobilities as high as 120000 cm2V−1s−1 around room temperature have been
achieved [127]. However, significant spread in data was observed, with similar samples
displaying a room temperature mobility nearly an order of magnitude lower [128]. It
was soon realized that in suspended samples another source of scattering could play a
significant role: scattering by flexural phonons [132]. Scattering by flexural phonons
was found experimentally to be one of the dominant sources of scattering at room tem-
perature in suspended samples [35]. Scattering by flexural phonons gives origin to a
resistivity that scales with temperature as T 2 at high enough temperatures [35, 36],
which is characteristic of a scattering process involving two phonons. This dominance
of scattering by flexural phonons is explained by their quadratic dispersion relation,
ωF,q ∝ |q|2, which leads to extremely low energies for long wavelength phonons, giving
origin to a diverging resistivity. The contribution of flexural phonons to graphene resis-
tivity is therefore extremely sensitive to perturbations that might cause a modification
of the long wavelength dispersion relation of flexural phonons, such as tension. Some
residual tension is unavoidable in suspended samples and the reported variations in
their conductivity have been attributed to changes in this tension [35–37]. Scattering
by flexural phonons also plays a dominant role in suspended bilayer samples for weak
tensions [133].
While the importance of scattering by flexural phonons has been well established

in suspended graphene samples, its effect in supported samples is generally neglected

69
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Figure 4.1: Graphene’s crystalline structure and reciprocal lattice. (a) Graphene’s crystalline
structure. The unit cell is represented by the pink shaded rhombus and the A and
B carbon sites are represented by the blue and red disks, respectively. The Bra-
vais lattice basis vectors {a1,a2} are represented by blue arrows and the nearest
neighbours vectors τa, a = 1, 2, 3, are represented by green arrows. (b) Graphene’s
reciprocal lattice. The 1BZ is represented by the pink shaded hexagon. The recip-
rocal lattice basis vectors {b1,b2} are represented by the blue arrows and the blue
dots represent reciprocal lattice sites. The positions of the high symmetry points
Γ, K, K′ = −K and M are also shown.

[134], based on the assumption that flexural phonons are quenched by the coupling
to the substrate. In this chapter, we study in detail the effect of scattering by flex-
ural phonons in graphene samples supported by a substrate. By using the results of
the previous Chapter 3, we correctly take into account both the gap opening in the
dispersion relation of the flexural phonon (flexural-gapped phonon), with associated
broadening by the continuum of substrate bulk phonons, and the hybridization of the
flexural phonon with the substrate Rayleigh surface mode (flexural-Rayleigh phonon),
with associated linearisation of the dispersion relation. In Section 4.2, we review the
basics of the graphene physics, namely its electronic structure and description of low
energy electronic degrees of freedom via a continuous massless Dirac equation. This
section will prove to be essential not only for this chapter, but also for the follow-
ing two Chapters 5 and 6. In Section 4.3, we describe the electron-phonon interaction
Hamiltonian for coupling between electrons and in-plane acoustic phonons and between
electrons and flexural phonons. In Section 4.4, we compute the resistivity of graphene
due to scattering by phonons employing the Kubo formalism in the quasi-elastic ap-
proximation and in the limit of high electronic doping. We consider both the effect of
acoustic in-plane and flexural phonons. We end this chapter by discussing the obtained
results in Section 4.5.

4.2 basics of graphene electronic properties

4.2.1 Crystalline structure

Graphene is formed by a single layer of carbon atoms with sp2 hybridization arranged
in a honeycomb structure. As such, the crystalline structure of graphene forms a
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triangular Bravais lattice with two atoms per unit cell, generally referred to as A and
B sites. The Bravais lattice is spanned by the basis vectors

a1 = ag

(
1

2
,

√
3

2

)
, (4.2)

a2 = ag

(
−1

2
,

√
3

2

)
, (4.3)

where ag ' 2.46Å is the lattice parameter of graphene, which is related to the nearest-
neighbour carbon-carbon distance by aCC = ag/

√
3 ' 1.42Å. The unit cell of graphene

as an area given by Acell =
√

3a2
g/2 ' 5.2Å2. The nearest neighbour vectors are given

by

τ1 =
ag√

3

(√
3

2
,−1

2

)
, (4.4)

τ2 =
ag√

3
(0, 1) , (4.5)

τ3 =
ag√

3

(
−
√

3

2
,−1

2

)
. (4.6)

The reciprocal lattice of the graphene triangular Bravais lattice is spanned by the basis
vectors

b1 =
4π√
3ag

(√
3

2
,
1

2

)
, (4.7)

b1 =
4π√
3ag

(
−
√

3

2
,
1

2

)
, (4.8)

with the first Brillouin zone (1BZ) being an hexagon. The crystalline structure of
graphene and the corresponding 1BZ in reciprocal space are represented in Fig. 4.1

4.2.2 Band structure and Dirac Hamiltonian

The electronic properties of graphene are dominated by its zero gap linear dispersion
relation around the corners of the 1BZ. There are two inequivalent corners: the K and
the K′ = −K points, with the K point located at

K =
b1 − b2

3
=

4π

3ag
(1, 0) . (4.9)

This was first recognized in 1947 by Wallace [135], while modelling the band structure of
graphite using a tight binding Hamiltonian. Although DFT ab initio methods are now
standard tools in Condensed Matter, there are still advantages in employing the simpler
tight binding method when describing the band structure of a material. First of all, the
tight-binding method provides an economical description of the system Hamiltonian,
often in terms of a few parameters, which can be tackled by analytic methods. Secondly,
tight-binding Hamiltonians will, by construction, correctly encoded all the symmetries
of a given crystal, which in a numerical ab initio method is not always easily guaranteed.
The electronic properties of graphene are dominated by the pz orbitals of the carbon
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atoms, with the low energy states (in the sense of states close to the Fermi level of
neutral graphene) being located close to the K and K′ points of the 1BZ. These two
facts allow for a simple description of graphene in terms of a single parameter nearest-
neighbour tight-binding Hamiltonian [135], which proved to be immensely successful
in the description of graphene [136]. In a second quantization formalism the nearest-
neighbour tight-binding Hamiltonian of graphene reads

H = −t
∑
n,a

(
ψ†Rn,A

ψRn+τa,B + ψ†Rn+τa,B
ψRn,A

)
, (4.10)

where t ' 2.8 eV is the nearest-neighbour hopping, ψ†Rn,A/B
(ψRn,A/B) is the creation

(annihilation) operator for an electron in a pz-like orbital in the carbon atom located at
position Rn in A/B sublattice. We have omitted the spin degrees of freedom as spin-
orbit effects in graphene are very weak [137]. Expressing the creation (annihilation)
operators in Fourier components

ψ†Rn,A
=

1√
N

∑
k

e−ik·Rnψ†k,A, ψRn,A =
1√
N

∑
k

eik·Rnψk,A, (4.11)

ψ†Rn+τa,B
=

1√
N

∑
k

e−ik·(Rn+τa)ψ†k,B, ψRn+τa,B =
1√
N

∑
k

eik·(Rn+τa)ψk,B, (4.12)

where N is the number of unit cells in the crystal, the tight-binding Hamiltonian
becomes

H =
∑
k

ψ†k ·Hk ·ψk (4.13)

where we have introduced ψ†k =
[
ψ†k,A ψ†k,B

]
and

Hk =

[
0 −tγk
−tγ∗k 0

]
, (4.14)

with

γk =
3∑

a=1

eik·τa . (4.15)

The spectrum of this Hamiltonian is given by

εk,λ = λt |γk|

= λt

√√√√3 + 2 cos (kxag) + 4 cos

(
kxag

2

)
cos

(√
3kyag
2

)
. (4.16)

with λ = ±1. In neutral graphene, only the states with λ = −1 are occupied. For this
reason the, λ = −1 band is the referred to as the valence band and the λ = +1 as
the conduction band. The tight binding Hamiltonian Eq. (4.13) is diagonalized by the
eigenstates (written in the A/B sublattice basis)

|k, λ〉 =
1√
2

[
1

λγ∗k/ |γk|

]
, (4.17)
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Figure 4.2: Electronic band structure of graphene. (a) 3D visualization of graphene dispersion
relation. (b) Dispersion relation of graphene along the ΓKMΓ path represented in
Fig. 4.1 (b). The dashed line represents the linearised dispersion relation around
the K point. The shaded region represents the states that are occupied in neutral
graphene.

Introducing the creation operators for an electron in the conduction and valence bands
as

ψ†k =
∑
λ

ψ†k,λ 〈k, λ| , (4.18)

ψk =
∑
λ

|k, λ〉ψk,λ. (4.19)

The Hamiltonian can then be written as

H =
∑

k,λ=±1

εk,λψ
†
k,λψk,λ. (4.20)

The dispersion relation given by Eq. 4.16 is shown in Fig. 4.2. At the K and K′ = −K
points, we have εk=±K,λ = 0, with the valence and conduction band touching. In the
spirit of k · p theory, expanding the Hamiltonian Eq. (4.14) around these points by
making the replacement k → τK + k, with τ = ±1 for states around the K and K′

respectively, we obtain to linear order in the momentum

Hk,τK = vF~

[
0 τkx − iky

τkx + iky 0

]
. (4.21)

where

vF =

√
3tag
2~

, (4.22)

is the Fermi velocity of graphene with a value of vF ' 1×10−6m/s [136]. Equation (4.21)
has the form of a massless Dirac equation and can be written as

Hk,+K = vF~k · σ, (4.23)
Hk,−K = −vF~k · σ∗, (4.24)

where σ = (σx, σy) is a 2D vector of Pauli matrices. For this reason the K and K′

points are generically referred to as Dirac points. In the Dirac approximation, the
dispersion relation Eq. (4.16) becomes

εk,λ = vF~ |k| . (4.25)
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The linearised dispersion relation is shown in Fig. 4.2(b) where it is compared with
the full tight binding dispersion relation Eq. (4.16). From there we see that the linear
dispersion relation is a good approximation up to energies of ∼ 0.5t ' 1.5 eV. The
eigenstates of the Dirac Hamiltonian Eq. (4.21) are given by

|k, τ, λ〉 =
1√
2

[
1

τλeiτθk

]
, (4.26)

where θk is the angle formed between vectors k and K. In the reference frame we
have chosen, K = Kg (1, 0) (with Kg = 4π/ (3ag) see Eq. (4.9)) and we can write
eiθk = (kx + iky) / |k|. The Hamiltonians given by Eqs. (4.23) and (4.24) can also be
promoted to a continuous real space Hamiltonian by replacing the quasi-momentum k
by the differential operator k→ −i∇ and writing the electronic operators as

ψk,a =

∫
d2x√
A
e−ik·xψa(x), a = A,B, (4.27)

where A = NAcell is the area of the graphene crystal. Doing this we obtain the real
space continuous Hamiltonian that describes states close to the K point

HK = −ivF~
∫
d2xψ†(x)σ ·∇ψ(x), (4.28)

where ψ†(x) =
[
ψ†A(x) ψ†B(x)

]
is the graphene electron creation operator in real

space for electrons close to the K point. For states close to the K′ point we must replace
σ → −σ∗ in Eq. (4.28).
We point out that there is nothing remarkable in the fact of the low energy electronic

properties of graphene being governed by a Dirac like equation. As a matter of fact,
a Dirac like equation is the simplest description of two coupled bands in terms of a
k · p theory [138]. Therefore, any direct gap semiconductor will have in general a
low energy description in terms of a (massive) Dirac equation. What is special about
graphene is the fact that the low energy physics is described by a massless Dirac
equation. Furthermore, in the absence of spin-orbit interactions which are week in
graphene [137], the Dirac points are robust against perturbations, and the opening of
a gap is protected by the discrete symmetries of time reversal and spacial inversion
[139, 140].

4.2.3 Density of states

The fact that graphene has a linear dispersion relation at low energies makes it a
semimetal : a material which displays no gap but in which the density of states goes
to zero at the Fermi level. This can be easily seen by computing the density of states
within the Dirac model. The density of states is given by

DoS(ω) =
gsgv
NAcell

∑
k,λ

δ (ω − εk,λ)

= gsgv
|ω|

2π (vF~)2 , (4.29)

where gs = 2 is the spin degeneracy and gv = 2 is the valley degeneracy (that takes
into account the existence of two inequivalent Dirac points). The density of states
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Figure 4.3: Density of states of graphene computed using the full tight binding dispersion
relation (solid line) and the linearised dispersion relation around the Dirac points
(dashed line).

of graphene computed using the linear dispersion relation, Eq. (4.21), and the full
tight binding dispersion relation, Eq. (4.16), is shown in Fig. 4.3. Once again, it is
seen that the Dirac model provides a good description for energies up to ∼ 0.5t '
1.5 eV. Integrating the density of states from 0 to the Fermi energy, εF , we obtain the
relation between Fermi energy and the electronic density, n, for pristine graphene at
zero temperature

n = sgn (εF )
ε2F

π (vF~)2 . (4.30)

This relation can also be written as εF = sgn(n)vF~kF , with the Fermi momentum
kF = |εF | / (vF~), being related to the electronic density by

kF =
√
π |n|. (4.31)

4.2.4 Density and current operators

The density operator, course grained over the unit cell and considering only the K
valley, can be written for graphene as

ρ(x) = ψ†A(x)ψA(x) + ψ†B(x)ψB(x)

= ψ†(x)ψ(x). (4.32)

Using the Dirac Hamiltonian, Eq. (4.28), and the Heisenberg equation of motion, it is
a simple exercise to obtain the continuity equation

∂tρ(x) +∇ · J(x) = 0,

where the current operator is given by

J(x) = vFψ
†(x)σψ(x). (4.33)
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In order to obtain the charge density and charge current operators one just has to
multiply Eqs. (4.32) and (4.33) by the electron charge −e. Very frequently it will be
useful to write the density and current operators in Fourier components

ρ(x) =
1

A

∑
q

eiq·xρq, (4.34)

J(x) =
1

A

∑
q

eiq·xJq. (4.35)

Changing the electron operators to the eigenbasis of the Dirac Hamiltonian, Eq. (4.28),

ψ(x) =
1√
A

∑
k

eik·x |k, λ〉ψk,λ, (4.36)

with |k, λ〉 given by Eq. (4.26) (with τ = +1, since we are focusing on the K valley),
the Fourier components of the density and current operators are written as

ρq =
∑
k

ρλ,λ
′

k,k+qψ
†
k,λψk+q,λ′ , (4.37)

Jq =
∑
k,

Jλ,λ
′

k,k+qψ
†
k,λψk+q,λ′ , (4.38)

with Jλ,λ
′

k,k+q = vF jλ,λ
′

k,k+q and we have introduce the density and (dimensionless) velocity
matrix elements

ρλ,λ
′

k,k+q =
〈
k, λ | k + q, λ′

〉
=

1

2

(
1 + λλ′e−iθk,k+q

)
, (4.39)

jλ,λ
′

k,k+q =
〈
k, λ |σ|k + q, λ′

〉
=

1

2

(
λe−iθk + λ′eiθk+q , iλe−iθk − iλ′eiθk+q

)
.(4.40)

We will use these expressions frequently.

4.2.5 Electronic Green’s function

The retarded electronic Green’s function in the sublattice basis is defined as

GRab,k
(
t, t′
)

= −iΘ
(
t− t′

) 〈[
ψk,a (t) , ψ†k,b

(
t′
)]〉

. (4.41)

Using the Heisenberg equation of motion for the annihilation operator, it is easy to see
that the Green’s function obeys the equation(

i
∂

∂t
−Hk

)
GR

k

(
t, t′
)

= δ
(
t− t′

)
. (4.42)

This can be written in Fourier components as

GRab,k
(
t, t′
)

=

∫
dω

(2π)2 e
−iω(t−t′)GRab,k (ω) , (4.43)

where GRab,k (ω) is given by

GRab,k (ω) =
∑
λ=±1

|k, λ〉 〈k, λ|
ω + i0+ − εk,λ

=
∑
λ=±1

δab + λk̂ · σab
ω + i0+ − εk,λ

. (4.44)



4.3 electron-phonon coupling in graphene 77

Using the form of the graphene Dirac eigenstates, Eqs. (4.26), the Green’s function in
the sublattice basis can also be written as

GR
k (ω) =

ωId + vF~k · σ
(ω + i0+)2 − (vF~)2 |k|2

. (4.45)

This form will be specially useful in Chapter 6.

4.3 electron-phonon coupling in graphene

Within the continuous Dirac approximation for graphene electrons, the interaction
between low energy electrons close to the K point and acoustic phonons close to the Γ
point can be described by the Hamiltonian [129, 136, 140–144]

He−ph,K = g1

∫
d2xψ†(x)ψ(x)γii(x),

+ g2

∫
d2x

(
ψ†(x)σψ(x)

)
·Ael(x), (4.46)

where γij(x) is the relevant strain tensor, Eq. (2.17),

γij(x) =
1

2
(∂iuj + ∂jui + ∂ih∂jh) , (4.47)

and Ael(x) is a vector potential like term given by

Ael(x) = (γxx(x)− γyy(x),−2γxy(x)) . (4.48)

For graphene electron states close to the K′ point, σ should be replaced by σ∗ in
Eq. (4.46). We notice that in the electron-phonon interaction Hamiltonian Eq. (4.46),
the in-plane displacement fields appear linearly, while the out-of-plane displacement
field appears quadratically. This is a bit unusual as in most materials electron-phonon
interaction is only described in terms of a linear coupling to the phonon degrees of free-
dom [95]. However, in graphene, the appearance a linear term in h in the Hamiltonian
is forbidden due to the discrete z → −z mirror symmetry of graphene. Since the pz
orbitals are symmetric under z → −z and h changes sign under z → −z, a linear term
in h cannot occur. When graphene is placed on a substrate, a case we will be consid-
ering, the mirror z → −z symmetry is broken and therefore a linear term in h would
be allowed. Nevertheless, we will assume that the coupling to the substrate is weak
and therefore will neglect such effects. Although it is possible to write more general
interaction Hamiltonians between graphene electrons and acoustic phonons [145, 146],
Eq. (4.46) includes all the terms with the lowest number of derivatives of the electronic
fields and of the strain tensor [147].
The first term in Eq. (4.46) describes the deformation potential interaction, which

describes the change in the local potential felt by electrons under a homogeneous con-
traction/dilatation of the crystalline structure and is present in any material [95]. The
constant g1 is the bare deformation potential. Its value for graphene has been esti-
mated using a nearly free electron model yielding a value of g1 ' 20 − 30 eV [141],
while DFT calculations yield a value of g1 ' 3 eV [148] or negligible [149]. These
contradicting results have been reconciled by pointing out that since the deformation
potential interaction is a coupling to the electronic density, it will be subject to screen-
ing [35, 36, 133, 150], which is not considered in the estimation of Ref. [141] and will
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substantially reduce the effective value of g1. Taking into account static screening
effects, the effective deformation potential is related to the bare one by

g1,eff(q) =
g1

1− Vqχq
, (4.49)

where Vq = e2/ (2ε0 |q|) is the 2D Fourier transform of the Coulomb interaction and
χq is the static (ω = 0) irreducible density-density response function. In the limit of
small q, χq reduces to χq ' −DoS(εF ), where εF is the Fermi energy. For graphene,
using Eq. (4.29) we obtain χq ' −2kF / (πvF~), a result that in graphene is valid not
only in the q → 0 limit, but actually up to |q| < 2kF [151] (see also Appendix E) ,
which as we will later see is exactly the region we will be interested in. Therefore, the
effective screened deformation potential becomes

g1,eff(q) =
g1

1 + VqDoS(εF )

=
g1

1 + kTF / |q|
, (4.50)

where kTF is the Thomas-Fermi screening momentum for graphene which is given by

kTF = αggsgvkF , (4.51)

where αg = e2/ (4πε0vF~) is graphene’s fine structure constant.
The second term in Eq.(4.46) appears in systems with threefold rotational invariance

for electronic states close to the K and K′ points also being present in other system
besides graphene such as bilayer graphene [133] and transition metal dichalcogenides
[152]. Although it is possible to derive this term purely on symmetry grounds [143],
it is instructive to obtain it within a tight-binding approach which will also allow for
an estimation of the g2constant. The vector potential like term can be derived by
assuming that lattice distortions lead to a local modulation of the hopping integrals in
a tight-binding description of graphene [141]. Therefore, instead of Eq. (4.10) we write

H = −
∑
n,a,b,c

tab (Rn,Rn + τc)ψ
†
Rn,a

ψRn+τc,b, (4.52)

where now tab (Rn,Rn + τc) depends on the relative distance between the sites Rn and
Rm +τc, a, b run over the A and B sublattices and τc are the nearest-neighbour vector.
In the presence of a distortion the position of the lattice sites are changed to

Rn → R0
n + ~u

(
R0
n

)
(4.53)

Rn + τc → R0
n + τc + ~u

(
R0
n + τc

)
(4.54)

where R0
n are the positions of the undistorted lattice and ~u is the displacement phonon

field. The displacement field encodes both in-plane and out-of-plane displacements,
which we write as ~u = (u, h). For small lattice distortions we can expand the hopping
as

tab (Rn,Rn + τc) = t+
∂t

∂`
∆`
(
R0
n,R

0
n + τc

)
,

where ∆`
(
R0
n,R

0
n + τc

)
is the change in bond length

∆`
(
R0
n,R

0
n + τc

)
=

√
(τc + ~u (R0

n + τc)− ~u (R0
n))2 − |τc| . (4.55)
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Therefore, we can write Eq. (4.52) to lowest order in ∆` as H ' H0 + Hbond
e−ph, where

H0 is the bare electronic Hamiltonian given by Eq. (4.10) and

Hbond
e−ph = −

∑
n,a

∂t

∂`

(
ψ†
R0
n,A

ψR0
n+τa,B∆`

(
R0
n,R

0
n + τa

)
+ h.c.

)
. (4.56)

Writing the electronic operators in terms of Fourier components as in Eqs. (4.11) and
(4.12) and writing the change in bond length as

∆`
(
R0
n,R

0
n + τa

)
=

1√
N

∑
q

eiq·(R
0
n+τa/2)∆`q (τa) , (4.57)

we obtain
Hbond

e−ph =
1√
N

∑
k,q

ψ†k+q ·Φ
bond
k+q,k ·ψk, (4.58)

with Φbond
k+q,k given by

Φbond
k+q,k = −∂t

∂`

∑
a

∆`q (τa)

[
0 ei(k+q/2)·τa

e−i(k+q/2)·τa 0

]
. (4.59)

So far, this discussion is general and we have made no assumption regarding the displace-
ment phonon field. We will now specialize to the case of acoustic phonons for which the
displacement field changes slowly between nearest-neighbours allowing us to approxi-
mate the difference that occurs in Eq. (4.55) by a derivative: ~u

(
R0
n + τa

)
− ~u

(
R0
n

)
'

τ ia∂i~u
(
R0
n

)
. Therefore, we obtain

∆`
(
R0
n,R

0
n + τa

)
'
√
τ 2
a + 2τ iaτ

j
aεij (R0

n)− |τa| . (4.60)

with εij
(
R0
n

)
the full strain tensor, Eq. (2.15),

εij
(
R0
n

)
=

1

2

(
∂iuj + ∂jui

(
R0
n

)
+ ∂i~u

(
R0
n

)
· ∂j~u

(
R0
n

))
. (4.61)

Neglecting the quadratic contribution from the in-plane displacement in Eq. (4.61) this
reduces to the relevant strain tensor Eq. (4.47). For small distortions we can further
approximate

∆`
(
R0
n,R

0
n + τa

)
' τ iaτ

j
a

|τa|
γij
(
R0
n

)
. (4.62)

With these approximations, the electron-phonon interaction matrix, Eq. (4.59), can be
written as

Φbond
k+q,k ' −

∂t

∂`
γij,q

∑
a

τ iaτ
j
a

|τa|

[
0 ei(k+q/2)·τa

e−i(k+q/2)·τa 0

]
. (4.63)

Since we are interested in electronic states close to the Dirac points, K and K′, and
long wavelength phonons close to the Γ point, we approximate q ' 0 and k ' ±K in
the arguments of the exponentials in the previous equation. With this approximation
and performing the sum over nearest neighbour lattice vectors we obtain

Φbond
k+q,k ' −

√
3ag
4

∂t

∂`
(−γxx,q + γyy,q, 2γxy,q) · σ, (4.64)
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and for states close to K′ we just replace σ → σ∗. In real space within the continuous
approximation, Eq. (4.64) becomes the second term in Eq. (4.46) with the constant g2

given by

g2 = −3

4
tB = − vFB

2aCC
, (4.65)

where we have introduced B as
B = −∂ log t

∂ log `
. (4.66)

In order to evaluate B, we can employ Harrison’s argument [153, 154], which states
that the hopping between two orbitals with total angular momentum l and l′ should
scale with separation distance, r, as

tl,l′(r) = t0

(r0

r

)l+l′+1
, (4.67)

such that Bl,l′ = l + l′ + 1, as thus, for graphene’s pz orbitals we would obtain B = 3.
Other estimates for B give B = 2 - 3.6 [141], while DFT calculations yield B = 2.5
[149]. Using the value of B = 2.5 we obtain g2 ' −5.2 eV.
As previously said, Eq. (4.46) describes electronic coupling both to in-plane and

flexural phonons and while the in-plane modes couple linearly to the electrons, the
flexural phonons couple quadratically. In the following, we will describe both cases in
a unified way by writing the electron-phonon interaction as

He−ph,K =
1√
A

∑
k,q
λ,λ′,ζ

φλ,λ
′,ζ

k+q,kψ
†
k+q,λψk,λ′ , (4.68)

where φλ,λ
′,ζ

k+q,k is an appropriately defined phononic field, with λ and λ′ running over
the conduction and valence bands and ζ = L, T, F , for the longitudinal, transverse and
flexural modes. In the following we will specify the form of φλ,λ

′,ζ
k+q,k for each case.

4.3.1 Coupling to in-plane phonons

Focusing on the K valley, from Eq. (4.46), the interaction Hamiltonian between elec-
trons and in-plane phonons is given by

He−u,K = g1

∫
d2xψ†(x)ψ(x)∂iui(x)

+ g2

∫
d2x

(
ψ†(x)σψ(x)

)
· (∂xux(x)− ∂yuy(x),−∂xuy(x)− ∂yux(x)) .

(4.69)

Writing the electronic operators in terms of operators that diagonalize the bare Hamil-
tonian as in Eq. (4.36) and writing the in-plane phonon field as

u(x) =
1√
A

∑
q,ζ=L,T

eiq·xieq,ζuq,ζ , (4.70)

where eq,ζ are the in-plane longitudinal and transverse polarization vectors

eq,L =

(
qx
|q|
,
qy
|q|

)
, (4.71)

eq,T =

(
− qy
|q|
,
qx
|q|

)
, (4.72)
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the electron-phonon Hamiltonian becomes

He−u,K =
1√
A

∑
k,q
λ,λ′,ζ

φλ,λ
′,ζ

k+q,kψ
†
k+q,λψk,λ′ , (4.73)

with the phononic field for in-plane modes defined as

φλ,λ
′,ζ

k+q,k = Mλ,λ′,ζ
q,k uq,ζ , ζ = L, T, (4.74)

where we have introduce the electron-phonon interaction matrices

Mλ,λ′,ζ
q,k = −g1,eff(q)ρλ,λ

′

k+q,kq · eq,ζ

− g2j
λ,λ′

k+q,k ·
(
qxe

x
q,ζ − qye

y
q,ζ ,−qxe

y
q,ζ − qye

x
q,ζ

)
, (4.75)

with ρλ,λ
′

k+q,k and jλ,λ
′

k+q,k given by Eqs. (4.39) and (4.40) and we have included the effect
of screening to the deformation potential, Eq. (4.50). Notice that for the transverse
mode we have that q · eq,T = 0 and, therefore, the interaction between this mode and
the graphene electrons is only described in terms of the coupling to the effective elastic
vector potential, Eq. (4.48). Therefore, we write more explicitly

Mλ,λ′,L
q,k = − |q|

[
g1,eff(q)ρλ,λ

′

k+q,k + g2j
λ,λ′

k+q,k · (cos 2θq,− sin 2θq)
]
, (4.76)

Mλ,λ′,T
q,k = − |q| g2j

λ,λ′

k+q,k · (− sin 2θq,− cos 2θq) , (4.77)

where we have written q = |q| (cos θq, sin θq).

4.3.2 Coupling to out-of-plane phonons

The coupling of graphene electrons to the flexural phonon mode can be read from
Eq. (4.46) and we obtain

He−hh,K =
g1

2

∫
d2xψ†(x)ψ(x)∂ih(x)∂ih(x)

+
g2

2

∫
d2x

(
ψ†(x)σψ(x)

)
· (∂xh(x)∂xh(x)− ∂yh(x)∂yh(x),−2∂xh(x)∂yh(x)) .

(4.78)

If we once again write the electron operator in terms of the Dirac Hamiltonian eigen-
states, Eq. (4.36) , and writing the flexural phonon field as

h(x) =
1√
A

∑
q

eiq·xhq, (4.79)

the electron-phonon Hamiltonian Eq. (4.78) can be written as

He−hh,K =
1√
A

∑
k,q,p
λ,λ′

φλ,λ
′,F

k+q,kψ
†
k+q,λψk,λ′ ,

with the composite phononic field for flexural phonons defined as

φλ,λ
′,F

k+q,k =
1

2
√
A

∑
p

Mλ,λ′,F
q−p,p,khq−php, (4.80)
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and the electron-flexural phonon interaction matrix element given by

Mλ,λ′,F
q−p,p,k = −g1,eff(q)ρλ,λ

′

k+q,k (q− p) · p

− g2j
λ,λ′

k+q,k · ((qx − px) px − (qy − py) py,− (qx − px) py − (qy − py) px) .

(4.81)

We are how in a position to compute its contribution to graphene’s DC conductivity.

4.4 dc conductivity in the quasi-elastic approximation

We wish to compute the DC conductivity of graphene when this is limited by intrinsic
electron-phonon scattering. In particular, we will be interested in the scattering by
flexural phonons, when graphene is supported by a substrate. As we saw in Chap. 3,
in this situation the flexural phonons of a membrane can no longer be treated as well
defined quasi-particles due to the strong hybridization and damping by the substrate
phonons. In this situation it is note possible to adopt a Boltzmann like approach to
the electron-phonon scattering, where both the electrons and the phonons are treated
as well defined quasi-particles. We therefore employ a method based on the Kubo
formula for the electrical conductivity, see Appendix F. There we that in the limits of
weak scattering and high doping, εF � kBT , the DC conductivity can be written as,
Eq. (F.80),

ReσijDC '
e2

A

∑
k

(
−∂f(εk)

∂εk

)
τ trk (εk)J i,+,+k,k J j,+,+k,k , (4.82)

where τ trk (εk) is the transport time and we have assumed that graphene is highly doped
with electrons. In the low temperature limit, kBT � εF , we can further approximate
−∂f(εk)/∂εk ' δ (εk − εF ) and the DC conductivity is given by

ReσDC '
1

2
e2DoS (εF ) v2

F τ
tr
F , (4.83)

where we have made use of the isotropy of the system to write the conductivity as a
scalar. Using Eq. (4.29) we can write the resistivity, which is related to the conductivity
by ρDC = σ−1

DC, as

ρDC =
~
e2

π

vFkF

1

τ trF
, (4.84)

where τ trF is the transport time at the Fermi level. In the limit of elastic scattering the
transport time is given by Eq. (F.77),

1

τ trk (ε)
=

1

A

∑
q

∫
dω (1− cos θk,k+q) (b(ω) + f(ε+ ω))Ak,k+q

φ;k+q,k (ω) δ (ω − εk+q,+ + ε) ,

(4.85)
where the quantity Ak,k+q

φ,k+q,k (ω) is a spectral function, which for a generic electron-
phonon interaction Hamiltonian of the form of Eq. (4.68) is defined as

Ak,k+q
φ;k+q,k (ω) =

∫
dteiωt

〈[
φ+,+
k,k+q(t), φ+,+

k+q,k(0)
]〉
. (4.86)

The transport time given by Eq. (4.85) can be compared with the particle scattering
time, from which it differs due to the extra 1− cos θk,k+q factor. This term suppresses
events where the electronic momentum is scattered by a small angle, which do not lead
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to a degradation of the electronic current. The transport lifetime at the Fermi level,
τ trF , is obtained from Eq. (4.85) by setting |k| = kF and ε = εF ,

1

τ trF
=

1

A

∑
q

∫
dω (1− cos θk,k+q) [b(ω) + f(εF + ω)]Ak,k+q

φ;k+q,k (ω) δ (ω − εk+q + εF ) .

(4.87)
Tacking into account that typical phonon frequencies are much smaller than the Fermi
energy we can further set ω = 0 in the energy conservation Diracδ-function obtaining1

1

τ trF
=

1

A

∑
q

∫
dω (1− cos θk,k+q)

1

sinh
(

ω
kBT

)Ak,k+q
φ;k+q,k (ω) δ (εF − εk+q) . (4.88)

In the above expression both the momentum k and k+q are pinned to the Fermi level.
Using this fact and writing k · q = − |k| |q| cos θ we obtain the useful relation

cos θ =
|q|
2kF

. (4.89)

Using this into Eq. (4.88) we can use the δ-function to write the summation over q
(after turning into into an integration) as

∫
d2q

(2π)2 δ (εF − εk+q) =
2

(2π)2

∫
dqq

∫ 1

0

du√
1− u2

δ
(
u− q

2kF

)
vF~q

=
1

2π2vF~

∫ 2kF

0

dq√
1−

(
q

2kF

)2
, (4.90)

where we have written u = cos θ and used the fact that Eq. (4.89) imposes the restriction
|q| < 2kF . Furthermore, we use the fact that the angular term 1 − cos θk,k+q, when
both k and k + q are pinned to the Fermi level, can be written as

1− cos θk,k+q =
1

2

(
|q|
kF

)2

, (4.91)

we can write the transport time as

1

τ trF
=

1

(2π)2 vF~

∫ 2kF

0

dq√
1−

(
q

2kF

)2

(
q

kF

)2 ∫
dω

1

sinh
(

ω
kBT

)Ak,k+q
φ,k+q,k (ω) . (4.92)

This is as far as we can progress on general grounds without specifying the form of
Ak,k+q
φ,k+q,k (ω). Since Ak,k+q

φ,k+q,k (ω) is given by a sum of in-plane longitudinal/transverse
and flexural contributions, we can write the total transport time as a sum

1

τ trF
=

1

τ trF,L
+

1

τ trF,T
+

1

τ trF,F
. (4.93)

In the following we study each of these contributions.

1 Notice that the standard Ziman’s formula for the transport time [95], obtained from a variational
solution to the Boltzmann equation, differs from Eq. (4.88) in the sinh (ω/ (kBT )) factor, which in
Ziman’s formula is changed to 4kBT sinh (ω/ (2kBT ))

2 /ω . This difference is of little consequence,
since both expressions coincide in the hight temperature limit. In the low temperature limit, both
expressions predict the same power law dependence with temperature, but the numerical pre-factor
is different. However, we point out that in the low temperature limit, the slightly inelastic nature of
phonon scattering becomes important and both expressions are no longer valid [155].
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4.4.1 Scattering by in-plane phonons

For scattering by in-plane phonons, the field φ+,+
k+q,k is given by Eq. (4.74) and the

phononic spectral function Eq. (4.86) relevant for this case is given by

Ak,k+q
L/T ;k+q,k (ω) = −M+,+,L/T

q,k M
+,+,L/T
−q,k+q 2ImDR

L/T,q (ω) , (4.94)

with DR
L/T,q (ω) the bare in-plane phonon propagator which is given by Eq. (2.99), such

that
ImDR

L/T,q (ω) = −π
ρ
sgn(ω)δ

(
ω2 − ω2

L/T,q

)
. (4.95)

Also from Eqs. (4.76) and (4.77) we obtain the squared matrix elements

M+,+,L
q,k M+,+,L

−q,k+q = |q|2
g1,eff (q)

2
(1 + cos θk,k+q) + |q|2 g

2
2

2
(1 + cos (θk+q + θk + 4θq))

+ |q|2 g1.eff (q) g2 (cos (θk + 2θq) + cos (θk+q + 2θq)) , (4.96)

M+,+,T
q,k M+,+,T

−q,k+q = |q|2 g
2
2

2
(1− cos (θk+q + θk + 4θq)) . (4.97)

Notice that for an isotropic system, such as graphene, the transport time should not
depend on the direction of the external momentum k. Therefore, and following the
argument from Ref. [133], it is legitimate to perform an averaging over the angu-
lar variable θk of the above squared matrix elements (while keeping the angle dif-
ferences θk,k+q and θk,q fixed). Doing this simplifies the squared matrix elements to
M

+,+,L/T
q,k M

+,+,L/T
−q,k+q → |q|

2 g̃2
L/T (|q|), where g̃2

L/T (|q|) are effective couplings which are
defined as

g̃2
L (|q|) = g2

1,eff (q)

(
1−

(
|q|
2kF

)2
)

+
1

2
g2

2, (4.98)

g̃2
T (|q|) =

1

2
g2

2, (4.99)

where we have written 1 + cos θk,k+q = 2
(

1− |q|2 / (2kF )
)
by using Eq. (4.91).

With these definitions, in the limit of elastic scattering, the transport lifetime due to
scattering by in-plane phonons becomes

1

τ trF,L/T
=
−1

2πvF~

∫ 2kF

0

dq√
1−

(
q

2kF

)2

(
q

kF

)2 ∫ dω

π

q2g̃2
L/T (q)

sinh
(

~ω
kBT

) ImDR
L/T,q (ω) .

(4.100)
For well defined in-plane phonons we can use Eq. (4.95) to write

1

τ trF,L/T
=

1

πvF~

∫ 2kF

0

dq√
1−

(
q

2kF

)2

(
q

kF

)2 q2g̃2
L/T (q)

2ρωL/T,q

1

sinh
(
~ωL/T,q
kBT

) . (4.101)

It is easy to see that in the high temperature limit, the inverse transport time and, cor-
respondingly, the resistivity scale linearly with temperature. To see this, we notice that
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for large temperature we can approximate in the previous expression sinh
(
~ωL/T,q/kBT

)
'

~ωL/T,q/kBT , such that we can approximate the transport time by

1

τ trF,L/T
' kBT

πvF~2

∫ 2kF

0

dq√
1−

(
q

2kF

)2

(
q

kF

)2 q2g̃2
L/T (q)

2ρω2
L/T,q

. (4.102)

This approximation is valid provided the energy of the most energetic phonon that
contributes to Eq. (4.101), which is given by ~ωL/T,|q|=2kF , has a small energy compared
to the temperature. This condition defines the Bloch-Grüneisen temperature as

TBG =
~ωL/T,|q|=2kF

kB
=

2vL/T~kF
kB

, (4.103)

which for a typical electronic density in graphene of n = 1012 cm−2, corresponding
to a Fermi momentum of kF ' 0.02Å−1, corresponds to a temperature of TBG '
38 or 56 K, respectively for transverse and longitudinal in-plane phonons. Provided
T � TBG the resistivity due to in-plane phonons will scale linearly with temperature.
This behaviour is clearly seen in Fig. (4.4), where we obtain a resistivity of the order
of ρDC ' 30 Ω at room temperature for graphene with an electron density of n =
1012 cm−2. Furthermore, we notice that the high temperature limit of the transport
time can be written in terms of the real part of the phonon propagator (see Eq. (2.99))
as

1

τ trF,L/T
' kBT

2πvF~2

∫ 2kF

0

dqg̃2
L/T (q) q2√

1−
(

q
2kF

)2

(
q

kF

)2 (
−ReDR

L/T,q(0)
)
. (4.104)

This result is no accident, but is actually of consequence of applying Kramers-Kronig
relation, Eq. (A.32), to Eq. (4.100) after expanding sinh (ω/kBT ) ' ω/kBT .
.

4.4.2 Scattering by flexural phonons

For scattering by flexural phonons the field φ+,+
k+q,k is given by Eq. (4.80) and the

relevant phononic spectral function Eq. (4.86) relevant for this case is given by

Ak,k+q
F ;k+q,k (ω) =

1

2A

∑
p

M+,+,F
−q+p,−p,k+kM

+,+,F
q−p,p,ki

(
DR

2F,q−p,p(ω)−DA
2F,q−p,p(ω)

)
,

(4.105)
where the retarded/advanced Green’s functions DR/A

2F,q−p,p(ω) can be obtained from the
analytic continuation of the Matsubara Green’s function

D2F,q−p,p(iqn) = − 1

β

∫ β

0
dτeiqnτ 〈Tτhq−p(τ)h−q+p(0)〉 〈hp(τ)h−p(0)〉

= − 1

β

∑
ipn

DF,q̃−p̃DF,p̃. (4.106)

After summing over the Matsubara frequency and making the analytic continuation to
real frequencies we obtain

DR
2F,q−p,p(ω) = −

∫
dν

π
(1 + b(ν))DR

F,q−p(ω − ν)ImDR
F,p(ν)

−
∫
dν

π
b(ω − ν)ImDR

F,q−p(ω − ν)DR
F,p(ν), (4.107)
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Figure 4.4: Resistivity of graphene as a function of temperature due to scattering by in-plane
phonons. We considered electron doped graphene with n = 1012 cm−2 (corre-
sponding to εF = 0.12 eV). We used a bare value of g1 = 25 eV and B = 2.5
which corresponds to g2 = 5.8 eV. The linear dependence of the resistivity with
temperature is clear.

with the advanced Green’s function being obtained by replacing the retarded functions
by advanced ones. Therefore, the phononic spectral function Eq. (4.105) can be written
as

Ak,k+q
F,k+q,k (ω) =

1

A

∑
p

∫
dν

π
M+,+,F

q−p,p,kM
+,+,F
−q+p,−p,k+k

× (1 + b(ν) + b(ω − ν)) ImDR
F,q−p(ω − ν)ImDR

F,p(ν). (4.108)

Using this result in the general formula Eq. (4.85), we write the transport time due to
scattering by two flexural phonons as

1

τ trk,F (ε)
=

π

A2

∑
q,p

∫
dω

π

∫
dν

π
M+,+,F

q−p,p,kM
+,+,F
−q+p,−p,k+q (1− cos θk,k+q)×

× d(ε, ω − ν, ν)ImDR
F,q−p(ω − ν)ImDR

F,p(ν)δ (ω − εk+q + ε) , (4.109)

where we have introduced the function

d(ε, ω − ν, ν) = (b(ω) + f(ε+ ω)) (1 + b(ν) + b(ω − ν))

=
cosh

(
ε−εF
2kBT

)
4 cosh

(
ε+ω−εF

2kBT

)
sinh

(
ω−ν
2kBT

)
sinh

(
ν

2kBT

) . (4.110)
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The squared electron-phonon matrix elements can be written as

M+,+,F
q−p,p,kM

+,+,F
−q+p,−p,k+q = |q− p|2 |p|2

g2
1,eff (q)

2
(1 + cos (θk+q,k)) cos2 θq−p,p

+ |q− p|2 |p|2 g
2
2

2
(1 + cos (θk + θk+q + 2θq−p + 2θp))

+ |q− p|2 |p|2 cos θq−p,pg1,eff (q) g2 cos (θk + θq−p + θp)

+ |q− p|2 |p|2 cos θq−p,pg1,eff (q) g2 cos (θk+q + θq−p + θp) .
(4.111)

Just as in the case of scattering by a single in-plane phonon, we can perform an average
of the squared electron-phonon matrix elements over the angular variable θk. Doing
this we can make the replacement M+,+,F

q−p,p,kM
+,+,F
−q+p,−p,k+q → |q− p|2 |p|2 g̃2

F (|q|) ,
with g̃2

F (|q|) the effective coupling, which is given by

g̃2
F (q− p,p) = g2

1,eff (q)

(
1−

(
|q|
2kF

)2
)

+
1

2
g2

2, (4.112)

where we have used Eq. (4.91) and neglected a factor of cos2 θq−p,p that should multiply
g2

1,eff (q). As we shall soon see, this last approximation is justified by the fact that
the transport time will be dominated by scattering events where the momenta of the
two flexural phonons is collinear, cos θq−p,p ' ±1. With these approximations, the
transport time at the Fermi level due to scattering by flexural phonons can be written
in the form of Eq. (4.92) as

1

τ trF,F
=

1

4πvF~

∫ 2kF

0

dQ√
1−

(
Q

2kF

)2

(
Q

kF

)2 1

A

∑
p

|Q− p|2 |p|2 g̃2
F (Q− p,p)×

×
∫ +∞

0

dω

π

∫ +∞

0

dν

π
d(εF , ω − ν, ν)ImDR

F,Q−p(ω − ν)ImDR
F,p(ν), (4.113)

where in the above expression Q stands for the total transferred momentum by the two
flexural phonons. The integration over the momentum variable p can be rewritten by
introducing the auxiliary variable q = Q − p, and noticing that the angle between p
and Q can be written as

cos θp,Q =
|Q|2 + |p|2 − |q|2

2 |p| |Q|
. (4.114)

This allows to write the integral
∫
d2p =

∫
d |p| |p| dθp,Q as an integral over |p| and

|q|. The transport lifetime is thus written as

1

τ trF,F
=

1

vF~2 (2π)3

∫ 2kF

0

dQ√
1−

(
Q

2kF

)2

(
Q

kF

)2

g̃2
F (Q)×

×
∫∫

R
dqdp

q3p3√(
(p+q)

4

2
− Q2

4

)(
Q2 − (p− q)2

)Ωq,p, (4.115)
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where we defined the function

Ωq,p =

∫ +∞

0

dω

π

∫ +∞

0

dν

π

2 coth
(

ω
2kBT

)
coth

(
ν

2kBT

)
cosh

(
ω

kBT

)
+ cosh

(
ν

kBT

) ImDR
F,q(ω)ImDR

F,p(ν). (4.116)

and the region R is defined by the conditions q + p > Q and |p− q| < Q. In the
definition of Ωp,q, we have used the fact that the functions ImDR

F,q(ω) are odd in ω to
reduce the integration only to positive frequencies. Notice that the integration in the
(q, p) variables will be dominated by by the regions with p+q ' Q, where the momenta
of the two phonons are parallel, cos θp,q = 1, and p− q ' ±Q, where the momenta of
the two phonons are anti-parallel, cos θp,q = −1. This justifies our approximation of
setting cos2 θp,q = 1 in Eq. (4.112).
An important point regarded the resistivity due to flexural phonons, is that for non-

interacting flexural phonons in a free graphene layer, the transport time will diverge.
To see this, we notice that if the flexural phonons are well defined, we can write

ImDR
F,q(ω) = −π

ρ
sgn (ω) δ

(
ω2 − ω2

F,q

)
, (4.117)

and therefore the integrations in frequency in Ωp,q can be performed leading to

Ωq,p =
~2

(2ρ)2 ωF,qωF,p

2 coth
(
~ωF,q
2kBT

)
coth

(
~ωF,p
2kBT

)
cosh

(
~ωF,q
kBT

)
+ cosh

(
~ωF,p
kBT

) . (4.118)

For sufficiently small q and p this becomes

Ωp,q '
2 (kBT )2

ρω2
F,qρω

2
F,p

. (4.119)

Since for bare flexural phonons we have ωF,q ∝ q2, we have that the integration over q
and p in Eq. (4.115) would diverge logarithmically for small momenta. This is just an-
other manifestation of the instabilities of the non-interacting model for flexural phonons,
which where already discuss in Chapter 2. We have already seen how anharmonic ef-
fects lead to a reconstruction of the dispersion relation of flexural phonons at long
wavelengths to ωF,q ∝ q2−ηh/2, with ηh > 0, which will make the transport time finite.
In real samples, even suspended ones, there will always be some residual strain, which
for an isotropic strain, will modified the dispersion relation of the flexural phonons to
(see Eq. (2.197))

ωstrained
F,q =

√
κ

ρ
|q|4 +

(λ+ µ) ū

ρ
|q|2, (4.120)

where (λ+ µ) ū is the isotropic applied stress with ū the relative change of area of
the graphene layer. The applied strain linearises the dispersion relation of the flexural
phonons at long wavelengths, thus making the resistivity finite [35, 133].
While for the case of scattering by in-plane phonons, the resistivity depended on

the temperature linearly, for high enough temperature, for the case of scattering by
flexural phonons the resistivity scales as T 2. To see this, we notice that at high enough
temperature the function Ωq,p will behave as

Ωq,p ' 2 (kBT )2
∫ +∞

−∞

dω

π

ImDR
F,q(ω)

ω

∫ +∞

−∞

dν

π

ImDR
F,p(ν)

ω
, (4.121)
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Figure 4.5: Graphene resistivity as a function of temperature due to scattering by flexural
phonons when graphene is supported by a SiO2 substrate for different values of the
graphene membrane-substrate coupling g. The Full line represents the resistivity
due to scattering by flexural phonons when these are coupled to the substrate. This
contribution is split into processes involving two FR phonons (FR-FR), one FR and
one FG phonon (FR-FG) and two FG phonons (FG-FG). Also shown is the hight
temperature behaviour as given by Eq. (4.122) (high T ) and the result assuming
that the substrate is static (Static). The used reference value for g is given by
gSiO2

= 1.82×1020 N m−3 (see Table 3.1). We considered electron doped graphene
with n = 1012 cm−2 (corresponding to εF = 0.12 eV) and used electron-phonon
couplings given by g1 = 25 eV and g2 = 5.8 eV.

which after using the Kramers-Kronig relation can written as

Ωp,q ' 2 (kBT )2 ReDR
F,q(0)ReDR

F,p(0), (4.122)

which leads to 1/τ trF,F ∝ T 2. This T 2 dependence at high temperature comes ultimately
from the fact that the scattering by flexural phonons, always involves exchange of two
phonons, which is a consequence of the z → −z mirror symmetry of graphene. It is
also worthwhile pointing out that while for scattering by a single phonon the maximum
phonon momentum is limited to 2kF , for scattering by two phonons, while the total ex-
changed momentum is also restricted by 2kF , the momentum of each individual phonon
can be much larger than 2kF as can be seen in Eq. (4.115). Therefore, in scattering
by flexural phonons, the high temperature limit is not limited by the Bloch-Grüneisen
temperature (4.103), but by the Debye temperature, or provided the integrands in
Eq. (4.115) decay sufficiently fast, a fraction of the Debye temperature.
We are mainly interested in the case when graphene is supported by a substrate.

As previously discussed in Chapter 3, coupling of the flexural mode of a crystalline
membrane to the substrate acoustic phonons will gap the dispersion relation of the
flexural mode. This flexural-gapped (FR) mode will lie within the continuum of bulk
phonon states of the substrate and will therefore acquire a finite lifetime. At the same
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time the flexural mode will also hybridize with the substrate surface Rayleigh mode,
acquiring a linear dispersion relation at long wavelengths. Since the energy of this
mode lies bellow the continuum of bulk states, it will be a well defined mode with a
long lifetime. Therefore, the imaginary part of the flexural phonon Green’s function
will be split into

ImDR
F,q(ω) = −π

ρ
ZFR(q)δ

(
ω2 − ω2

FR,q

)
+ ImDR

FG,q(ω), (4.123)

where ωFR,q and ZFR(q) are the dispersion relation and the weight of the flexural-
Rayleigh mode, given respectively by Eq. (3.73) and (3.75), and ImDR

FG,q(ω) is the
remaining contribution which cannot be written as a δ-function due to the substrate
induced broadening. The transport time due to flexural phonons involves two phonons
and therefore, when the graphene membrane is on top of a substrate, can be split
into contributions involving two flexural-Rayleigh modes (FR-FR), two flexural-gapped
modes (FG-FG) and one flexural-Rayleigh and one flexural-gapped mode (FR-FG). In
Fig. 4.5 we plot the resistivity of SiO2 supported graphene due to scattering by flexural
phonons, showing the different contributions to the transport time. We also show the
resistivity if we ignored the dynamics of the substrate, that is, if we assume that the
only effect of the substrate was to gap the dispersion relation of the flexural mode, but
without inducing any broadening or hybridization with the substrate Rayleigh mode.
In this case we would obtain

ImDR
F,q(ω) = −π

ρ
δ

(
ω2 −

(
ωgapped
F,q

)2
)
, (4.124)

with (see Eq. (3.67))

ωgapped
F,q =

√
κ

ρ
|q|4 +

g

ρ
, (4.125)

where g is the membrane-substrate coupling parameter introduced in (3.8) of Chapter 3
. We can see that the resistivity increases for smaller values of g. The reason for this
is that the gap and broadening induced by the substrate will be smaller and therefore
the flexural phonon energy will be lower. We can also see that for smaller values of
the membrane-substrate coupling the main contribution to the resistivity comes from
FR-FR processes. However, we must point out that for small values of g the flexural-
Rayleigh mode actually has a dispersion relation that is very close to quadratic except
at very small or large momentum, where it is almost linear. For this reason we also
see that for smaller values of g, neglecting the dynamics of a substrate and using
Eqs. (4.124) and (4.125) becomes a much better approximation than for larger values
of g. We also point out that for typical values of the membrane-substrate coupling,
the resistivity at room temperature for a doping of εF = 0.12 eV is of the order of
ρDC ∼ 1Ω, much smaller that the resistivity due to scattering by in-plane phonons.
In Fig. 4.5, we also show the limiting high temperature behaviour of the resistivity,
which scales as T 2. However, as we have previously anticipated, and differently from
the scattering by in-plane phonons, this regime is never reached for room temperature
values. This is more clearly shown in the logarithmic plot of Fig 4.6. There it is
clearly shown that the high temperature asymptotic limit is approach is very slowly
for scattering by flexural phonons in supported graphene and at room temperature
there are still significant deviations from the high temperature result. This is to be
contrasted with the resistivity due to flexural phonons in suspended strained graphene
sample, assuming a typical value of strain of ū = 0.01% [35] in Eq. (4.120), and with
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Figure 4.6: Log-log plot of graphene resistivity as a function of temperature due to different
scattering processes: scattering by in-plane phonons; scattering by flexural phonons
in a suspended strained sample with ū = 0.01%; scattering by flexural phonons for a
graphene sample supported by a SiO2 substrate tacking into account the dynamics
of the substrate; and assuming the substrate is static. The dashed lines represent
the asymptotic high temperature behaviour: ∼ T for scattering by in-plane phonons
and ∼ T 2 for scattering by flexural phonons.

the resistivity due to scattering by in-plane phonons, which are also shown in Fig 4.6.
For the case of scattering by in-plane phonons and for scattering by flexural phonons
in suspended strained graphene the asymptotic high temperature limits are reached
already at room temperature.
Finally we point out that while in suspended samples, scattering by flexural phonons

is the dominant mechanism limiting the conductivity of graphene at room temperature
[35–37, 133], scattering by flexural phonons is substantially reduced in supported sam-
ples and scattering by in-plane phonons becomes the dominant mechanism, as Fig 4.6.
demonstrates. This should happen for any substrate and not just SiO2 substrate as
seen in Fig. 4.7, where we show the resistivity of graphene due to flexural phonons for
graphene supported by a hBN substrate.

4.5 conclusion

In this chapter we have studied the limits imposed by flexural phonon scattering to the
resistivity of graphene samples supported by a substrate. We found out that scattering
by flexural phonons gives origin to a resistivity that scales with temperature as T 2 in
the high temperature limit. This is true both in the case of suspended samples and in
supported samples and is due to the fact that scattering by flexural phonons is a two
phonon process. However, while for a doping of n = 1012 cm−2, scattering in suspended
samples with small strains yields a T 2 behaviour for temperatures as low as 50 K, for
supported samples the T 2 behaviour is approached at a much slower pace, and even at
room temperature there are significant deviations from the T 2 behaviour. This is also
in contrast with the case of scattering by in-plane phonons and its associated scaling
of the resistivity with T , which is also reached for temperatures & 50 K. The difference
can be explained by the fact that in the quasi-elastic approximation, the maximum
momentum transferred by the phonons to the electrons is given by 2kF , which for
n = 1012 cm−2, corresponds to a temperature of 38–56 K, such that for & 50 K all
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Figure 4.7: Graphene resistivity as a function of temperature due to scattering by flexural
phonons when graphene is supported by a hBN substrate. The Full line represents
the resistivity due to scattering by flexural phonons when these are coupled to
the substrate. This contribution is split into processes involving two FR phonons
(FR-FR), one FR and one FG phonon (FR-FG) and two FG phonons (FG-FG).
The used vale for the graphene membrane-substrate coupling is ghBN = 1.82 ×
1020 N m−3 (see Table 3.1). We considered electron doped graphene with n =
1012 cm−2 (corresponding to εF = 0.12 eV) and used electron-phonon couplings
given by g1 = 25 eV and g2 = 5.8 eV.

the relevant phonons will be classical and we obtain the T behaviour. The case of
scattering by flexural phonons is distinct since the maximum transferred momentum
of 2kF is distributed by two phonon. Therefore, in the case when the momentum of
the two flexural phonons is anti-parallel the maximum momentum is limited, not by
the Fermi momentum, but instead by the Debye momentum, which corresponds to
a temperature of ' 1000 K in graphene. Therefore, at room temperature quantum
statistics still plays a significant role for flexural phonons and we obtain a deviation
from the classical T 2 behaviour in supported samples. Naturally, this same discussion
would apply to scattering by flexural phonons in suspended samples. However, in
suspended samples with small strain, scattering will be dominated by phonons with
q→ 0, which will always be classical, which explains the fast approach to the T 2 limit.
In supported samples, in the q→ 0 limit, the flexural phonon is heavily damped by the
substrate and the hybridization with the substrate Rayleigh mode is weak and their
contribution for resistivity is therefore weak.
While in suspended samples, scattering by flexural phonons can be the dominant

source of scattering for small strains, we found out that scattering by flexural phonons
in supported samples is drastically suppressed for typical graphene-substrate coupling
strengths for the widely used substrates SiO2 and hBN. This situation is expected to
be true in general. While a reduction of the graphene-substrate coupling does lead to
an increase of the resistivity due to the smaller gap that is induced in the dispersion
relation of the flexural phonons, this increase is modest. For a electronic density of
n = 1012 cm−2 at room temperature, a reduction of the typical graphene-substrate
coupling by one order of magnitude leads to a more than doubling of the resistivity.
However, the actual change is from ρDC ∼ 1 Ω to ρDC ∼ 2 Ω, a resistivity that is
much smaller that the one due to scattering by in-plane phonons, which is of the order
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of ρDC ∼ 30 Ω at room temperature. Even inclusion of the hybrid flexural-Rayleigh
phonons which have a linear dispersion relation and long lifetimes at small momenta
does not change this result. This is mainly due to the fact that the weight of the
flexural-Rayleigh phonon in graphene also vanishes at small momenta.
Therefore, we conclude that in supported graphene samples, scattering by flexural

phonons will always be a weak contribution to the resistivity and can safely be ignored.
This justifies early theoretical studies of acoustic phonon-limited resistivity in supported
graphene samples, where scattering by flexural phonons was neglected.





5COULOMB DRAG IN DOUBLE LAYER STRUCTURES

5.1 introduction

When two 2D metallic systems are electrically isolated from each other, but close enough
such that they can still interact, this remote interaction enables momentum relaxation
and exchange between the two systems. In a situation where there is a net drift velocity
of the electronic fluid in one of the metallic systems, the interaction between the two
will tend to equilibrate the drift velocities of both systems. The possibility of this kind
of remote frictional drag was first theoretically discussed in Refs. [156, 157] and was
first observed between two-dimensional electron gases (2DEG) in semiconductor based
double quantum well structures [42–46]. The remote interaction enabling frictional drag
was attributed to electron-electron Coulomb interaction and thus this phenomena is
now commonly referred to as Coulomb drag [158–162]. Coulomb drag is an interesting
phenomena, which, contrasting with most other transport phenomena, it is not just
corrected by interaction effects, but is actually driven by them.
We will consider the effect of Coulomb drag between two parallel 2D metallic layers.

Coulomb drag is generally characterized by the drag resistivity. In an experimental
situation where a current, I2, is driven through one of the layers, generally referred to
as the active layer and which we will denote by layer 2, the exchange of momentum
between the two layers will tend to induce a current in the other layer, referred to as
the passive layer and which we will denote by layer 1. In an experimental setup, see
Fig. 5.1, in which no current is allowed to flow in the passive layer, an electric potential
imbalance, V1 will build up along the passive layer. The drag resistivity is defined as

ρDrag =
W

L

V1

I2
=
E1

J2
, (5.1)

where E1 = V1/L is the electric field built in the passive layer, with L its length, and
J2 = I2/W is the electric current density driven through the active layer, with W its
width.

The advent of graphene and the possibility of creating graphene double layer struc-
tures in which the graphene layers are separated by an insulating material [38, 39] gave
origin to a renewed interest on the topic of Coulomb drag both from the experimental
[39–41] and theoretical [163–173] point of views. Compared to the case of Coulomb drag
between 2DEG’s, Coulomb drag in graphene differs from the former in three ways: (i)
the low energy dispersion relation for graphene electrons is linear, instead of parabolic;
(ii) the wavefunction of electrons in graphene has a spinorial character instead of being
a simple scalar; and finally (iii) the impurity dominated transport time in graphene is
not a constant, but is instead proportional to the momentum (or energy) τ trk ∝ |k|[174].
In the early literature in Coulomb drag in double quantum well systems, it was es-
tablished that in the limit of low temperature, high density, large layer separation, d,
and strong screening the drag resistivity depends on temperature as T 2 and on the
interlayer separation as d−4 [158] (a result previously given in [44] without derivation).
However, the situation in graphene is not so clear. While there was an early agree-
ment that in the low temperature/high density limit the drag resistivity in graphene
should still depend on temperature as T 2 [164–169], there was no agreement on the
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dependence of drag on the layer separation and how the dependence of the transport
time in momentum should affect the result. As a matter of fact several contradicting
statements could be found in the literature which we summarize in the following.

1. Tse et al [164] assumed a constant transport time, obtaining a d−4 dependence
for the drag resistivity.

2. Peres et al [165] considered a momentum dependent transport time, τ trk ∝ |k|,
obtaining a d−6 dependence.

3. Katsnelson [166] considered a constant transport time and obtains a d−4 depen-
dence.

4. Hwuang et al [167] considered both case of a constant transport time and the
case of transport time proportional to the momentum, τ trk ∝ |k|. For a constant
transport time a d−6 dependence was obtained (in contradiction with the result
from [164]). For the case of a momentum dependent transport time a d−4 be-
haviour was obtained. The case of drag between two bilayer graphene layers was
also studied. Using a constant transport time a d−4 behaviour was obtained in
this same limit.

5. Narozhny et al [168] considered both cases of a constant and a linearly momentum
dependent transport time. For the case of a constant transport time it was
obtained a d−4 dependence. It was argued that in the low temperature, high
density limit, this result still holds, regardless of the momentum dependence of
the transport time.

6. Carrega et al [169] studied the drag between massless Dirac electrons. They
proved that in the low temperature/high density limit, the dependence on mo-
mentum of the transport time is irrelevant and a d−4 dependence is obtained for
large interlayer separations.

Therefore, a general theory of Coulomb drag, capable of describing on equal footing sys-
tem with different dispersion relations and different momentum dependences of trans-
port time on momentum, is necessary to clarify this issue. The discussion of such
general theory and its predictions is one of the goals of this chapter.
Another interesting question is the role played by other possible remote interlayer

interactions in the phenomena of Coulomb drag. One such possibility is the effect of
phonon mediated electron-electron interlayer interaction. The effect of electron-phonon
interaction in double quantum wells and in the Coulomb drag between 2DEG’s was
previous considered in Refs. [175–179]. In graphene it is know that substrate phonons
play an important role in limiting the electrical conductivity of supported graphene
samples [121, 130, 131]. This is specially important in the case of polar substrates,
such as hexagonal boron nitride, where longitudinal optical phonons give origin to
long ranged electric fields which give origin to remote scattering of graphene electrons.
Therefore, it is also expected that this kind of remote scattering by optical phonons
will play a role in the phenomenon of Coulomb drag.

In this chapter we study Coulomb drag between two parallel generic 2D electron
systems, paying special attention to the case of drag between two graphene layers. In
Section 5.2, we describe a general theory for Coulomb drag between two parallel 2D
metallic layers to lowest order in the effective interlayer interaction. Using this general
theory, we study Coulomb drag between systems with arbitrary electronic dispersion
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Figure 5.1: Schematic representation of a typical setup for the observation of Coulomb drag
between two metallic layers (in this case two graphene layers). A current I2 is
driven through the active layer, ` = 2, which due to remote interlayer interaction
induces a electrostatic potential imbalance, V1, in the passive layer, ` = 1. The two
layers are separated by a distance d of a material with dielectric constant ε2. The
two layers are encapsulated by dielectrics ε1 and ε3, respectively bellow and above
the double layer.

relation, wavefunction structure and with an arbitrary dependence of transport time
on momentum. We determine the scaling of the drag resistivity with the temperature,
distance and electronic density in the limit of small temperature, large separation and
strong screening. In Section 5.3, we specialize to the case of drag between two graphene
layers at high doping but generic layer separation and taking into account the linear
momentum dependence of the transport time in graphene. In Section. 5.4, we discuss
how the effective electron-electron interaction mediated by longitudinal optical phonons
of a polar medium embedding the two metallic layers can be taken into account in the
evaluation of the drag resistivity. Numerical results for the drag resistivity between
two graphene layers encapsulated by hBN, both neglecting and including effects of
hBN optical phonons, are presented and discussed in Section 5.5. Conclusions from
this chapter are made in Section 5.6.

5.2 coulomb drag in a general bilayer system

Suppose we have two parallel metallic layers, ` = 1 and ` = 2, separated by a distance d
such that the two layers are electrically isolated from one another, meaning that electron
tunnelling from one layer to the other can be neglected. Without loss of generality, we
assume that the active layer, ` = 2, is placed at z = d and that the passive layer, ` = 1,
is placed at z = 0. Assuming the two layers are somehow coupled, applying electric



98 coulomb drag in double layer structures

fields, which we write as E`, to any of them will give origin to currents in both layers,
which we write as J`. In linear response theory, the currents in both layers are related
to the electric fields as [

J1

J2

]
=

[
σ11 σ12

σ21 σ22

]
·

[
E1

E2

]
, (5.2)

where in the previous expression σ11 and σ22 are intralayer conductivities while σ12

and σ21 are the interlayer conductivities also referred to as transconductivities or Drag
conductivity. Notice that for a generic systems, σ``′ are tensors. The inverse of this
relation can be written in terms of the resistivity tensor[

E1

E2

]
=

[
ρ11 ρ12

ρ21 ρ22

]
·

[
J1

J2

]
, (5.3)

which is related to the conductivity tensor by[
ρ11 ρ12

ρ21 ρ22

]
=

[
σ11 σ12

σ21 σ22

]−1

. (5.4)

As described in the introduction of this chapter, Section 5.1, a typical Coulomb drag
experiment consists in driving a constant current J2 in the active layer and measuring
the electric field E1 in the passive layer, while not allowing any flow of current in that
layer, J1 = 0. In that situation, from Eq. (5.3) we obtain E1 = ρ12 · J2 and from the
very definition of drag resistivity Eq. (5.1) we obtain ρDrag = ρ12. The drag resistivity
can then be expressed in terms of the intra- and interlayer conductivities by using
Eq. (5.4), and we obtain

ρDrag = −
(
σ22 · σ−1

12 · σ11 − σ21

)−1
. (5.5)

We will focus on systems which for low energies are isotropic, such as graphene. In that
situation, all quantities in the previous equation can be regarded as scalars instead
of tensors. Furthermore, it is reasonable to expected that the interlayer conductivity
will be much smaller than the intralayer ones. Therefore we can approximate the drag
resistivity by

ρDrag ' −
σ12

σ11σ22
. (5.6)

Therefore, computing the drag resistivity is reduced to a problem of computing conduc-
tivities. Provided the interaction between the two layers is weak, the transconductivity
can be computed using perturbation theory. Throughout the years, different techniques
have been used to compute the transconductivity, including Boltzmann’s kinetic equa-
tion [158, 160], the memory function formalism [159] and the Kubo formula [161, 162].
In Appendix G we present a derivation of the transconductivity based on the Boltz-
mann equation. To second order in the interlayer interaction the transconductivity is
given by

σij12 =
e1e2

2π~kBT
1

A

∑
q

∫ +∞

0

dω

4 sinh2
(

ω
2kBT

) ∣∣UR12 (ω,q)
∣∣2 ∆i

1(ω,q)∆j
2(ω,q), (5.7)
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where e` is the charge of carriers in layer `, U12 (ω,q) is the screened interlayer inter-
action and the quantity ∆`(ω,q) is the non-linear susceptibility of layer ` [161, 162]
which, in the Boltzmann limit, is given by

∆`(ω,q) = g`
2π

A

∑
k,λ,λ′

∣∣∣ρλ′,λ`,k+q,k

∣∣∣2 (τ trk+q,λ′,`vk+q,λ′,` − τ trk,λ,`vk,λ,`

)
×

×
(
f(εk+q,λ′,`)− f(εk,λ,`)

)
δ
(
ω + εk+q,λ′,` − εk,λ,`

)
, (5.8)

where g` is the degeneracy of the band (which includes both spin and valley degener-
acy if appropriate). In the expression for ∆`(ω,q), ρλ

′,λ
`,k+q,k =` 〈k + q, λ′ | k, λ〉` is a

wavefunction overlap factor of electrons in the same layer, τ trk,λ,` is the transport time
of an electron in layer ` with momentum k and in band λ, which has energy εk,λ,`
and velocity vk,λ,` = ~−1∇kεk,λ,`. We notice that for an isotropic system we will have
∆`(ω,q) = |∆`(ω,q)|q/ |q|, leading to σxx12 = σyy12 , with σxy12 = 0 (in the absence of
a magnetic field). In the Boltzmann limit at low temperatures and for an isotropic
system, the intralayer conductivities σ11 and σ22 are given by

σ``=
e2
`

2
DoS(εF,`)v

2
F,`τ

tr
F,`, (5.9)

where the indice F denotes that all quantities are evaluated at the Fermi level. Com-
bining Eqs. (5.6), (5.6), (5.7) and (5.9) we obtain the drag resistivity. But before we
proceed we must determine the form of the interlayer effective interaction.

5.2.1 Interlayer screened Coulomb interaction

In order to compute the drag resistivity, we must specify the form of the interlayer
Coulomb interaction that appears in Eq. (5.7). In general the two 2D metallic layers
will be embedded in a dielectric material which will screen the effective interaction
[166, 180]. Furthermore, the charge carriers in the metallic layer will provided additional
screening to the effective interaction [160, 161, 177, 181]. In order to describe Coulomb
drag both effects must be taken into account.

5.2.1.1 Bare Coulomb interaction in vacuum

Before obtaining the screened Coulomb interaction in the double layer structure, we
must fist determine the bare interaction. This can be obtained by solving the Poisson
equation for a test charge. The bare electric potential, φ(r), generated by a test charge
located at the origin, ρfree = −eδ (~r), can be obtained by solving the Poisson equation
in vacuum

∇2φ(~r) =
e

ε0
δ (~r) . (5.10)

Assuming translation invariance along the x − y plane it is convenient to write the
electric potential as

φ(~r) =

∫
d2q

(2π)2φ(q, z)eiq·x, (5.11)

where we have written ~r = (x, z). Writing δ (~r) = δ (x) δ(z) the Poisson equation for
the Fourier components φ(q, z, z0) becomes

∂2

∂z2
φ(q, z, z0)− |q|2 φ(q, z, z0) =

e

ε0
δ(z − z0), (5.12)
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where we have written φ(q, z, z0) to explicitly state that the potential will be a function
of the position of the test charge. For a test particle at the origin we simply have
z0 = 0. For z 6= z0, the general solution of the previous equation is given by φ(q, z) =
A+e

|q|(z−z0) +A−e
−|q|(z−z0). We demand that the potential does not explode at infinity

and therefore set A+ = 0 for z > z0 and A− = 0 for z < z0. The δ-function δ(z − z0)
imposes a discontinuity of the derivative of the potential at the position of the test
charge, which is given by

∂φ(q, z+
0 , z0)

∂z
− ∂φ(q, z−0 , z0)

∂z
=

e

ε0
. (5.13)

Imposing this boundary condition and the continuity of the potential at z = z0 = 0,
we obtain the set of equations

A>− −A<+ = 0, (5.14)

− |q|A>− − |q|A<+ =
e

ε0
, (5.15)

from which we obtain A>− = A<+ = −e/ (2ε0 |q|), such that the Fourier component of
the potential is given by

φ(q, z, z0) = − e

2ε0 |q|
e−|q||z−z0|. (5.16)

From this equation, we can write the bare intra-, V11(q) = −eφ(q, 0, 0) and V22(q) =
−eφ(q, d, d), and interlayer, V12(q) = −eφ(q, 0, d) and V21(q) = −eφ(q, d, 0), Coulomb
interactions for two layers separated by a distance d as

V``′(q) =
e2

2ε0 |q|
e−|q|d(1−δ`,`′), `, `′ = 1, 2. (5.17)

We now move on to the case when the two metallic layers are embedded in a piecewise
homogeneous dielectric medium.

5.2.1.2 Bare Coulomb interaction in layered, unixial dielectric

In the case in which the two metallic layers are not in vacuum, but are instead embedded
in a layered dielectric medium, the bare Coulomb interaction can still be obtained by
solving the Poisson equation in a dielectric medium

−∇ · (ε(~r) · ∇φ(~r)) =
ρfree(~r)

ε0
, (5.18)

where ρfree(~r) is the free charge density and ε(~r) is the dielectric tensor of the embedding
material. We consider a test charge located at ~r0, such that ρfree(~r) = −eδ (~r − ~r0).
We will restrict ourselves to the situation of experimental interest, where ε(~r) is a
piecewise constant function that only changes along the z direction at the dielectric
interfaces, which are located at z = zi. We assume that the test charge lies at one of
these interfaces. We specialize to the case where the dielectric material is an uniaxial
material, such as hBN, with the symmetry axis along the z direction. In this case, the
dielectric tensor of the material can be written as

ε =

 ε⊥ 0 0

0 ε⊥ 0

0 0 ε‖

 , (5.19)
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where ε‖ and ε⊥ are the components of the dielectric tensor parallel and perpendicular
to the c-axis of the dielectric material. In this situation and introducing the Fourier
components of the electric potential as in Eq. (5.11), the Poisson equation (5.18) be-
comes

∂

∂z

(
ε‖(z)

∂

∂z
φ(q, z)

)
− ε⊥(z) |q|2 φ(q, z) =

e

ε0
δ(z − z0). (5.20)

In a region where ε is constant, the solution to Eq. (5.20) is of the form of

φ(q, z, z0) = A+e

√
ε⊥
ε‖
|q|z

+A−e
−
√
ε⊥
ε‖

qz

. (5.21)

Integrating Eq. (5.20) along the z direction around one of the dielectric interfaces at
z = zi we obtain the boundary condition for the derivative of the potential

ε‖(z
+
i )

∂

∂z
φ(q, z+

i , z0)− ε‖(z−i )
∂

∂z
φ(q, z−i , z0) =

e

ε0
δzi,z0 , (5.22)

where δzi,z0 = 1 if the test charge is at the interface zi and δzi,z0 = 0 otherwise.
Additionally, we have the continuity condition for the potential

φ(q, z+
i , z0)− φ(q, z−i , z0) = 0. (5.23)

Using Eq. (5.21) together with the boundary conditions Eqs. (5.22), (5.23) and the
condition that the potential should not explode at infinity, we can determine the bare
interaction in a layered material. For concreteness, we consider the case represented in
Fig. 5.1 with

ε(z) =


diag

[
ε⊥,3, ε⊥,3, ε‖,3

]
, z > d

diag
[
ε⊥,2, ε⊥,2, ε‖,2

]
, d > z > 0

diag
[
ε⊥,1, ε⊥,1, ε‖,1

]
, 0 > z

. (5.24)

We consider a test charge located in the plane z = d. After solving the Poisson
equation for φ(q, z, d), we obtain the bare Coulomb intralayer interaction as V22(q) =
−eφ(q, d, d) and the interlayer interaction as V12(q) = −eφ(q, 0, d). The intralayer
interaction in the active layer, V11(q), can be obtained by considering a test charge
located at z = 0 as V11(q) = −eφ(q, 0, 0). The final result can be written in a compact
form as

V``′(q) =
1

ε``′(|q|)
e2

2ε0 |q|
e
−
√
ε⊥,2
ε‖,2
|q|d(1−δ`,`′)

, (5.25)

where ε``′(q) are effective momentum dependent dielectric constants, which can be
conveniently expressed in terms of reflection and transmission coefficients as

1

ε11(q)
=

t12

ε‖,2

√
ε⊥,2/ε‖,2

1 + r32e
−2

√
ε⊥,2
ε‖,2

dq

1− r12r32e
−2

√
ε⊥,2
ε‖,2

dq
, (5.26)

1

ε12(q)
=

t12

ε‖,2

√
ε⊥,2/ε‖,2

1 + r32

1− r12r32e
−2

√
ε⊥,2
ε‖,2

dq
, (5.27)

1

ε22(q)
=

t32

ε‖,2

√
ε⊥,2/ε‖,2

1 + r12e
−2

√
ε⊥,2
ε‖,2

dq

1− r12r32e
−2

√
ε⊥,2
ε‖,2

dq
, (5.28)
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with the reflection an transmission coefficients for the Poisson equation given by

r``′ =
−ε‖,`

√
ε⊥,`/ε‖,` + ε‖,`′

√
ε⊥,`′/ε‖,`′

ε‖,`

√
ε⊥,`/ε‖,` + ε‖,`′

√
ε⊥,`′/ε‖,`′

, (5.29)

t``′ =
2ε‖,`′

√
ε⊥,`′/ε‖,`′

ε‖,`

√
ε⊥,`/ε‖,` + ε‖,`′

√
ε⊥,`′/ε‖,`′

. (5.30)

It can be easily checked that ε12(q) = ε21(q). The reflection and transmission coeffi-
cients defined above are the electrostatic equivalent of the Fresnel coefficients for the
electromagnetic problem. They appear as the solution for Poisson equation around an
interface between dielectric media characterized by ε` and ε`′ , if we look for a solution

of the form φ`(q, z) = A+,`e
−
√
ε⊥,`
ε‖,`

qz
+ A−,`e

−
√
ε⊥,`
ε‖,`

qz
in the regions ` and `′, with

A−,` = t``′ and A+,`′ = r``′ , while imposing the conditions A−,`′ = 1 and A+,` = 0. In
the q → 0 limit, all the effective dielectric functions become the same

lim
q→0

ε``′(q) =
ε‖,1

√
ε⊥,1/ε‖,1 + ε‖,3

√
ε⊥,3/ε‖,3

2
, (5.31)

a result we will later use.

5.2.1.3 Screening by free carriers in metallic layers

The response of the free charge carriers in the metallic layers will screen the bare
interaction Eq. (5.25). The screening of the bare interaction by the charge carriers of the
double layer structure is described within the random phase approximation (RPA) by
the coupled Dyson equations which can be written in matrix form as [160, 161, 177, 181][

UR11 (ω,q) UR12 (ω,q)

UR21 (ω,q) UR22 (ω,q)

]
=

[
V11 (q) V12 (q)

V21 (q) V22 (q)

]
+

+

[
V11 (q) V12 (q)

V21 (q) V22 (q)

][
χR1 (ω,q) 0

0 χR2 (ω,q)

][
UR11 (ω,q) UR12 (ω,q)

UR21 (ω,q) UR22 (ω,q)

]
, (5.32)

where UR``′ (ω,q) is the retarded RPA screened interaction and χR` (ω,q) is the bare
retarded irreducible density-density correlation function of layer `. Notice that there
are no interlayer irreducible density-density correlation function terms, since we are
assuming that interlayer tunnelling is negligible. The coupled RPA equations are rep-
resented diagrammatically in Fig. 5.2. Solving the coupled RPA equations we obtain
the interlayer screened interaction

UR12(ω,q) =
V12(ω,q)

εdbl(ω,q)
, (5.33)

where we have defined the dielectric function for the coupled double layer structure as

εdbl(ω,q) =
(
1− V11(q)χR1 (ω,q)

) (
1− V22(q)χR2 (ω,q)

)
−

− V12(q)V21(q)χR1 (ω,q)χR2 (ω,q). (5.34)
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It is the screened interlayer interaction, Eq. (5.33) that enters Eq. (5.7) for the transcon-
ductivity.
We end this section by pointing our that tacking into account the dielectric environ-

ment and screening by the free carriers of the metallic plates could have been done in
just one step, if the response of the free carriers was introduced directly into the Poisson
equation. This could have been done in Eq. (5.18), if we wrote the free charge density
as the sum of the test charge density and a charge induced in the metallic layers,

ρfree(ω,q, z) = ρtest(q, z) + ρind(ω,q, z), (5.35)

where ρtest(q, z) = −eδ (z − z0) is the test charge density and ρind(ω,q, z) is the charge
induced in the metallic layers, which is frequency dependent due to the dynamic re-
sponse of the free carriers. Within linear response, the induced charge density is related
to the total electric potential via the irreducible density-density correlation functions
of layer 1 and 2 as

ρind(ω,q, z) = −eδ(z)χR1 (ω,q)φ(ω,q, 0)− eδ(z − d)χR2 (ω,q)φ(ω,q, d). (5.36)

By solving Eq. (5.20) with ρind(ω,q, z) added to its right hand side, we automatically
perform the resummation that is done in the Dyson equation, Eq. (5.32). To see this
we first notice that the Poisson equation Eq. (5.18) with a test charge located at ~r0 and
an induced charge density of the form given by Eq. (5.36), becomes a self-consistent
equation for the effective interaction UR(ω,~r, ~r0) = −eφ(ω,~r, ~r0), which in real space
reads

− ε0
e2
∇ ·
(
ε(~r) · ∇UR(ω,~r, ~r0)

)
= δ (~r − ~r0) +

∫
d3~rχR(ω,~r, ~r′)UR(ω,~r′, ~r0). (5.37)

Next we notice that the bare Coulomb interaction is nothing more than the inverse of
the Poisson differential operator, which we write as

V −1 =
ε0
e2
∇ · ε(~r) · ∇. (5.38)

With this definition, the self-consistent Poisson equation (5.37) can be written schemat-
ically in matrix matrix notation as

V −1 ·UR = I + χR ·UR, (5.39)

where I is the identity operator (the Dirac δ-function in real space). Applying the bare
Coulomb interaction as an operator on the left of the previous equation we obtain

UR = V + V · χR ·UR. (5.40)

This equation has the exact same structure as Eq. (5.32). By performing a Fourier
transform in the in-plane coordinates and by noticing that the density-density cor-
relation function in the double layer structure only has support at z = z′ = 0 and
z = z′ = d, we obtain exactly the same equation as in Eq. (5.32). As a matter of fact,
the Dyson equation for the screened interaction, Eq. (5.32), is nothing more than the
integral form of the self-consistent Poisson equation, Eq. (5.37).
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Figure 5.2: Diagrammatic representation of the Dyson coupled equations for the screening of
the Coulomb interaction by the charge carriers of a metallic double layer structure,
Eq. (5.32). The wavy double line represents the dressed Coulomb interaction, while
the wavy single line represents the bare interaction. The bubble represents the
irreducible density-density correlations function of each layer, χ`′′ . Summation
over `′′ is implied.

5.2.2 Low temperature, large separation and high density universal behaviour

We are now interested in determining the low temperature, large separation and high
density form of the drag resistivity between two arbitrary metallic layers. We will keep
the electronic dispersion relation of each layer, εk,λ,`, the overlap factor ρλ

′,λ
`,k+q,k and

dependence of the transport time τ trk,λ,` on momentum arbitrary. The only restrictions
we impose is that the system displays isotropy and that a single band, which we will
refer to as the conduction band and denote it by λ = c, crosses the Fermi level in each
layer.

5.2.2.1 Low temperature limit

We will study the drag conductivity in the limit of low temperatures, that is kBT �
εF,1/2, with εF,` the chemical potential of layer `. The central idea in the following
discussion is that close to the Fermi level we can linearise the electronic dispersion
relation in the conduction band as 1

εk,c,` ' εF,` + ~vF,` (|k| − kF,`) , (5.41)

where vF,` is Fermi velocity, which is nothing but the slope of the band at the Fermi level
and in general will depend on the value of Fermi energy. Notice for graphene within
the Dirac model the electronic dispersion is linear, such that Eq. (5.41) is actually an
equality and the Fermi velocity is a constant.
Due to the factor 1/ sinh2 (ω/ (2kBT )) that appears in Eq. (5.7) for the transcon-

ductivity, the main contribution to the integral over energy will be due to the region
with ω . kBT . Since we are assuming that εF,1/2 � kBT , we can therefore expand
the remaing integrand in Eq. (5.7) to lowest order in ω and then set T = 0. Therefore,
we will replace the dielectric function for the coupled double layer structure, Eq. (5.34)
by its static value εdbl(0,q). At the same time we expand the non-linear susceptibility,
Eq. (5.8), to lowest order in ω. To do so we first notice that the δ-function that appears
in Eq. (5.8), δ

(
ω + εk+q,λ′,` − εk,λ,`

)
, in the limit of vanishing ω forces both band in-

dices to be the same, λ = λ′. Furthermore, the δ-function can be used to expand the
difference of Fermi functions that appears in Eq. (5.8) as

f(εk+q,λ,`)− f(εk,λ,`) = f(εk,λ,` − ω)− f(εk,λ,`) ' −ω
∂f(εk,λ,`)

∂ε
. (5.42)

1 We are excluding cases where the Fermi level crosses a van Hove singularity, in which case for some k
point in the Fermi surface we will have ∇kεk,λ,` = 0.
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After doing this and to lowest order in ω, we we can set ω = 0 in the δ-function. The
derivative of the Fermi function will the strongly peaked at the Fermi level for low
temperatures and can be approximated by a δ-function, such that in this limit only the
conduction band will contribute to the non-linear susceptibility. To lowest order in ω
the non-linear susceptibility thus becomes

∆`(ω,q) = ωg`
2π

A

∑
k

∣∣∣ρc,c`,k+q,k

∣∣∣2 δ (εk,c,` − εF ) δ (εk+q,c,` − εk,c,`)×

×
(
τ trk+q,c,`vk+q,c,` − τ trk,c,`vk,c,`

)
+O

(
ω2
)
. (5.43)

Assuming isotropy we can write τ trk,c,`vk,c,` = kw` (|k|), where w` (|k|) is a generic
function that only depends on |k| and that by its very definition satisfies |k|w` (|k|) =
τ trk,c,` |vk,c,`|. Due to the two δ-functions that appear in Eq. (5.43), we have that both
k and k + q are pinned to the Fermi level, |k| = |k + q| = kF,`. We can therefore write

τ trk+q,c,`vk+q,c,` − τ trk,c,`vk,c,` = (k + q)w (|k + q|)− kw (|k|)

= w (kF,`) q =
τ trF,`vF,`

kF,`
q. (5.44)

The non-linear susceptibility is thus given by

∆`(ω,q) = g`
2πωτ trF,`vF,`

kF,`
q

1

A

∑
k

∣∣∣ρc,c`,k+q,k

∣∣∣2 δ (εk,c,` − εF ) δ (εk+q,c,` − εk,c,`) +O
(
ω2
)
.

(5.45)
Notice that in this limit, since both k and k + q are pinned to the Fermi energy, the
values of q are restricted by |q| < 2kF,`. The summation over k can be performed by
turning the sum into an integral and then performing the change of variables

u = cos θk,q =
k · q
|k| |q|

, (5.46)

after which the integration over k can be performed using the δ-functions as∫
d2k

(2π)2

∣∣∣ρc,c`,k+q,k

∣∣∣2 δ (εk,c,` − εF,`) δ (εk+q,c,` − εk,c,`) =

=
2

4π2

∫ ∞
0

dkk

∫ +1

−1

du√
1− u2

∣∣∣ρc,c`,k+q,k

∣∣∣2 δ (k − kF,`)
~vF,`

δ
(
u+ |q|

2kF,`

)
~vF,`q

=
kF,`

2π2 (vF,`~)2 |q|
1√

1−
(
|q|

2kF,`

)2

∣∣∣ρc,c`,k+q,k

∣∣∣2∣∣∣∣
|k|=kF,`,u=− |q|

2kF,`

. (5.47)

The non-linear susceptibility to lowest order in ω and in the low temperature limit is
thus given by

∆`(ω,q) = g`
ωτ trF,`
πvF,`~2

q

|q|
Θ (2kF,` − |q|)√

1−
(
|q|

2kF,`

)2

∣∣∣ρc,c`,k+q,k

∣∣∣2∣∣∣∣
|k|=kF,`,u=− |q|

2kF,`

. (5.48)

This is the central result to this section. It shows that in the limit of low temperature
and high density, the non-linear susceptibility is independent of both the energy disper-
sion relation of the electrons and their transport time dependence on momentum, de-
pending only on the particular form of the wavefunction overlap factors ρc,c`,k+q,k. It has
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been also pointed out in Refs. [168, 169] that the non-linear susceptibility in graphene
is independent of transport time dependence on momentum, but Eq. (5.48) is more
general and can be readily applied to the case of a 2DEG, graphene, bilayer graphene,
and other 2D systems, being an universal result that only requires an isotropic Fermi
surface with only one band crossing it. This universal result also contradicts Ref. [167],
where different results for the non-linear susceptibility of graphene, in the low ω limit,
where obtained for different dependencies of the transport time on momentum.

Since the low temperature limit selects the low frequency dependence of the non-
linear susceptibility, which we found to be ∆`(ω,q) ∝ ω. In this limit, the dependence
on momentum and frequency of ∆`(ω,q) factors, allowing to perform the integration
over frequency in Eq. (5.7), which yields

σij12 ∝
1

kBT

∫
dωω2

sinh2
(

ω
2kBT

) =
8π2

3
(kBT )2 , (5.49)

and we obtain that in the low temperature limit the drag conductivity and resistivity
depend on temperature as T 2. Once again we emphasize that this result is indepen-
dent on the details of the system as energy dispersion relation, transport times and
wavefunction structure. We notice however, that this T 2 behaviour might be modified
if higher order corrections to the drag in the interlayer interaction are considered [182].

5.2.2.2 Large separation and strong screening limits

We will now further assume that the interlayer separation d is large compared with the
Fermi momentum in both layers, that is kF,1/2d� 1. From Eqs. (5.25) and (5.33), we
see that the interlayer interaction is suppressed for large values of transferred momen-
tum as UR12(ω,q) ∼ e−|q|d, such that the main contribution for the drag conductivity
will come from values of q such that |q| . d−1. Therefore, the condition d−1 � kF,1/2
allows us to expand the remaining integrand in Eq. (5.7) to lowest order in q. To
lowest order in q the wavefunction overlap factor ρc,c`,k+q,k is 1. Therefore, in the limit
of large layer separation and low temperature, using Eq. (5.48) we can approximate the
non-linear susceptibility as

∆`(ω,q) ' g`
ωτ trF,`
πvF,`~2

q

|q|
, (5.50)

an universal result that is independent of all the details of the system. Notice that
although is is clear that in the low temperature limit ∆`(ω,q) should only depend on
quantities defined at the Fermi level, such as the Fermi energy, momentum and velocity,
it is not obvious at first that changing the momentum dependence of εk,λ,` or τ trk,λ,` will
not change the dependence of ∆`(ω,q) on q in this limit. In the limit of |q| � kF,1/2
the density-density correlation function is approximated by χR` (0,q) ' −DoS` (εF,`),
where DoS` (ε) is the density of states of layer `. Therefore we can write the dielectric
function of the double layer structure Eq. (5.34) as

εdbl(0,q) ' 1 +
kTF,1 + kTF,2

|q|
+
kTF,1kTF,2

|q|2
(

1− e−2|q|d
)
, (5.51)

where

kTF,` =
e2

2ε̄ε0
DoS` (εF,`) (5.52)
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is the Thomas-Fermi screening momentum for layer `, and used Eq. (5.31) to write the
bare interaction in the small q limit as

V``′(q) ' e2

2ε̄ε0 |q|
e−|q|d(1−δ`,`′), (5.53)

with ε̄ = (ε1 + ε3) /2 is the low momentum effective dielectric constant for the layered
structure. In Eq. (5.53), we have ignored effects of the anisotropy of the dielectric
medium, the case of an uniaxial material can be taken into account by replacing ε̄ by
Eq. (5.31) an replacing d→ d

√
ε⊥,2/ε‖,2.

Assuming that the screening length is small compared to the interlayer distance,
kTF,1/2d� 1, the condition |q| . d−1 implies that |q| � kTF,1/2 and therefore we can
further approximate Eq. (5.51) as

εdbl(0,q) '
kTF,1kTF,2

|q|2
(

1− e−2|q|d
)
. (5.54)

If the dispersion relation is given by a power law, εk,c,` = C` |k|ν` we have in 2D that
kTF,` ∝ k2−ν`

F,` . Therefore, for a linear dispersion relation, as for graphene, the condition
kTF,`d � 1 is equivalent to kF,`d � 1, while for a parabolic dispersion relation kTF,`
is independent of the Fermi momentum and the condition kTF,`d � 1 is actually an
extra assumption.
If we now use Eqs. (5.50) and (5.54) in Eq. (5.7), the integration over momentum

and frequency can be easy performed and we obtain the following expression for the
(scalar) drag conductivity

σ12 =
e1e2

~
ζ(3)g1g2

16

e2
1

4πε0ε̄vF,1~
e2

2

4πε0ε̄vF,2~
τ trF,1τ

tr
F,2 (kBT )2

~2 (kTF,1d)2 (kTF,2d)2 . (5.55)

This result is valid for εF,1/2/ (kBT ), kF,1/2d, kTF,1/2d � 1 and is universal in the
sense that it does not depend on the particular forms of the energy dispersion relations,
transport time dependence on momentum or wave function structure, only assuming
isotropy and that a single band crosses the Fermi level in each layer. We obtain the
familiar 2DEG result of a T 2 and d−4 behaviour for the drag conductivity, proving
that it is indeed a much more general result. If the metallic layers are immersed
in a uniaxial material Eq. (5.55) still holds provided we make the replacements ε̄ →(
ε‖,1

√
ε⊥,1/ε‖,1 + ε‖,3

√
ε⊥,3/ε‖,3

)
/2 and d→ d

√
ε⊥,2/ε‖,2.

If we now use the Boltzmann result for the intralayer conductivity Eq. (5.9) while
noticing that the in 2D the density of states for an isotropic system can be written in
general as

DoS` (εF,`) =
g`
2π

kF,`
vF,`~

(5.56)

and that the carrier density, n`, is related to the Fermi momentum in 2D as

kF,` =

√
4πn`
g`

, (5.57)

we can write the drag resistivity in terms of the carrier density as

ρDrag = − ~
e1e2

ζ(3)

26π
√
g1g2

(
4πε̄ε0
e2

1

)(
4πε̄ε0
e2

2

)
(kBT )2

n
3/2
1 n

3/2
2 d4

. (5.58)
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This result, in the context of drag in 2DEG’s, is generally referred to as the Fermi
liquid result. Notice that while the drag conductivity depends explicitly on τ trF,1/2, this
dependence disappears when we consider the drag resistivity. It is also usual to express
the drag resistivity in terms of the Fermi and Thomas-Fermi screening momenta. To
do this we assume a power law dispersion relation, εk,c,` = C` |k|ν` , and obtain

ρDrag = − ~
e1e2

ζ(3)π2

ν1g1ν2g2

(kBT )2

εF,1εF,2

1

(kF,1d) (kF,2d) (kTF,1d) (kTF,2d)
. (5.59)

For drag between two 2DEG, ν1/2 = 2, g1/2 = 2 (spin degeneracy), and we reobtain
the known formula from Ref. [158]. For graphene, we obtain exactly the same result,
since ν1/2 = 1 but g1/2 = 4 (spin and valley degeneracy). Finally, for the case where
each of the two layers are formed by graphene bilayers, ν1/2 = 2, g1/2 = 4 (spin and
valley degeneracy), we have an extra factor of 1/4 when compared with the result for
drag between two 2DEG’s or two graphene layers.
A comment regarding the region of validity of Eq. (5.58) is in order. We derived it

making the assumptions of: (i) low temperature, εF,1/2 � kBT ; (ii) large separation,
kF,1/2d � 1; and (iii) strong screening kTF,1/2d � 1. As a matter of fact there is a
fourth condition that was not made explicit before, and requires that kBT � vF,1/2~d−1.
This was originally pointed out in Refs. [44, 45] and recently emphasized in Ref. [183].
This additional condition comes from the fact that in the small frequency limit the
energy δ-function, δ

(
ω + εk+q,λ′,` − εk,λ,`

)
, in Eq. (5.8) for the non-linear susceptibility

can actually only be satisfied when ω < vF,`~ |q|, such that the complete expression for
the non-linear susceptibility to lowest order in ω is given by

∆`(ω,q) = g`
ωτ trF,`
πvF,`~2

q

|q|
Θ (2kF,` − |q|) Θ (vF,`~ |q| − ω)√

1−
(
|q|

2kF,`

)2

∣∣∣ρc,c`,k+q,k

∣∣∣2∣∣∣∣
|k|=kF,`,u=− |q|

2kF,`

,

(5.60)
such that the integrations in frequency and momentum (5.7) are not completely decou-
pled. Since the frequency integral is cutoff at kBT and the integration in momentum
is cutoff by d−1, provided we have kBT � vF~d−1, the conditional ω < vF,`~ |q| does
not provide any additional constrain and the integrals effectively decouple, leading to
the T 2 (and d−4behaviour assuming strong screening) behaviour. If kBT & vF~d−1

the integral in frequency and momentum to not decouple leading to deviations from
the universal result Eq. (5.58). Therefore, Eq. (5.58) will actually be violated at large
enough separations and is only valid provided that kF,1/2, kTF,1/2 � d � vF~/ (kBT )
and εF,1/2 � kBT .

5.3 coulomb drag in graphene

While the discussion in the previous section was generic, we will now specialize to the
case of Coulomb drag between two graphene layers. We have argued that in the low
temperature limit, εF,1/2 � kBT , the drag resistivity was insensitive to the dependence
of the transport time on momentum, but in general such dependence will be important.
Experimentally it is known that the transport time in graphene should depend linearly
on momentum or energy [174]. Therefore, we write the transport time in graphene
τ trk,λ,` = τ̃0,` |k|, where τ̃0,` is a constant with units of length×time. This linear depen-
dence of the transport time on momentum can be explained in cases when the dominant
source of scattering are short-range resonant scatters or charged Coulomb impurities
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[174]. Under the assumption of a transport time that depends linearly on momentum,
the non-linear susceptibility for graphene can be written as

∆`(ω,q) =
8π

A
τ̃0,`vF

∑
k,λ,λ′

∣∣∣ρλ′,λ`,k+q,k

∣∣∣2 (λ′ (k + q)− λk
)
×

×
(
f(εk+q,λ′,`)− f(εk,λ,`)

)
δ
(
ω + εk+q,λ′,` − εk,λ,`

)
, (5.61)

where the band indices for graphene run over λ, λ′ = ±1, vF is the constant Fermi
velocity of graphene and the wavefunction overlap factor is given by, see Eq. (4.39),∣∣∣ρλ′,λ`,k+q,k

∣∣∣2 =
1

2

(
1 + λλ′ cos θk+q,k

)
. (5.62)

We will assume that both graphene layers are highly doped with electrons, such that
both interband contributions and valence intraband contributions can be neglected
allowing us to consider only the case with λ = λ′ = +1. With this approximation, the
non-linear susceptibility for graphene becomes

∆`(ω,q) ' q
8π

A
τ̃0,`vF

∑
k

∣∣∣ρ+,+
`,k+q,k

∣∣∣2×
× (f(εk+q,+,`)− f(εk,+,`)) δ (ω + εk+q,+,` − εk,+,`) . (5.63)

Comparing this expression with the density-density correlation function of graphene,
which is given by, see Appendix E,

χR` (ω,q) =
4

A

∑
k,λ,λ′

∣∣∣ρλ′,λ`,k+q,k

∣∣∣2 f(εk+q,λ′,`)− f(εk,λ,`)

ω + i0+ + εk+q,λ′,` − εk,λ,`
(5.64)

we conclude that the conduction band of the non-linear susceptibility is proportional
to the imaginary part of the conduction band contribution to the density-density cor-
relation function. Namely, Eq. (5.63) can be written as

∆`(ω,q) = −2τ̃0,`vFqImχR+,+,` (ω,q) , (5.65)

where χR+,+,` (ω,q) is the λ = λ′ = +1 contribution to Eq. (5.64). For high doping, we
can approximate the density-density correlation function by its zero temperature value.
This can be evaluated analytically [151] and one obtains, see Appendix E,

ImχR+,+,`(ω,q) = − |q|2

4π
√

(vF~ |q|)2 − ω2

Φ` (ω,q) , (5.66)

with Φ` (ω,q) defined as

Φ` (ω,q) =

F
(

2εF,`+ω
vF ~|q|

)
− F

(
2εF,`−ω
vF ~|q|

)
, ω
εF
< min

(
|q|
kF,`

, 2− |q|
kF,`

)
F
(
ω+2εF,`
vF ~|q|

)
,
∣∣∣ |q|kF,`

− 2
∣∣∣ < ω

εF
< |q|

kF,`

, (5.67)

where the F (x) function is given by F (x) = x
√
x2 − 1− arccosh(x). The drag conduc-

tivity for graphene is thus given by

σ12 =
e2τ̃0,1τ̃0,2

27π4~4kBT

∫ ∞
0

dqq5

∫ ∞
0

dω

sinh2
(

ω
2kBT

) Φ1 (ω, q) Φ2 (ω, q)

1−
(

ω
vF ~q

)2 . (5.68)
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ε∞ ωTO [meV] f γ [meV]

ε⊥ 4.95 170 1.868 3.61

ε‖ 4.10 97.4 0.532 0.995

Table 5.1: Parameters for the dielectric function of hBN that enter Eq. (5.79). Taken from
Ref. [184].
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Figure 5.3: Plot of the real and imaginary parts of components of the dielectric tensor of hBN.

Using the Eq. (5.9) to graphene’s intralayer conductivity at low temperature as

σ`` =
e2

~
ε2F,`τ̃0,`

vF~2
, (5.69)

where we we have written the transport time in terms of the Fermi energy as τ trF,` =
τ̃0,`kF,` = τ̃0,`εF,`/ (vF~), using Eqs. (G.2) and (5.25) for the interlayer interaction and
performing a change of variables x = q/k̃F and y = ω/ε̃F , with k̃F =

√
kF,1kF,2and

ε̃F =
√
εF,1εF,2 the drag resistivity for graphene can be written as

ρDrag = − 1

25

~
e2

√
εF,1εF,2

kBT
α2
g

∫ ∞
0

dxx3

∫ ∞
0

dyG (x, y, kF,1, kF,2, d) , (5.70)

where we have introduced the function G (x, y, kF,1, kF,2, d) as

G (x, y, kF,1, kF,2, d) =
1

sinh2
(
y ε̃F

2kBT

)×
× e

−2

√
ε⊥,2
ε‖,2

dk̃F x

ε212

(
xk̃F

) ∣∣∣εdbl (yε̃F , xk̃F)∣∣∣2
Φ1(xk̃F , y)Φ2(xk̃F , yε̃F )

1−
( y
x

)2 . (5.71)

and αg = e2/ (4πε0vF~) is graphene’s fine structure constant. Notice that the dielectric
function εdbl (ω, q) involves the density-density correlations functions for the graphene
layers. The zero temperature analytical formulas for graphene’s density-density corre-
lation function [151] are provided in Appendix E.

5.4 substrate optical phonon mediated drag

We now discuss how the interaction between electrons in the metallic layers and optical
phonons of the substrate contributes to the drag resistivity. In polar materials, optical
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longitudinal phonons give origin to long range electric potentials that can interact
with the electrons in the metallic layers. In its turn, this electron-phonon interaction
gives origin to an effective electron-electron interaction that will also contribute to the
phenomenon of interlayer drag.
Interaction between electrons and longitudinal optical phonons is generally described

in terms of the Frölich Hamiltonian, which in 3D materials reads [185]

He-LO =
1√
V

∑
~q

M~qρ−~qi
(
a~q − a†−~q

)
, (5.72)

where ρ−~q =
∑

~k
ψ†~k
ψ~k−~q is the electron density operator and M~q is the longitudinal

optical phonon - electron interaction which reads

M~q =

√
e2ωLO

2ε0 |~q|2

(
1

ε∞
− 1

ε(0)

)
, (5.73)

where ωLO is the frequency of the longitudinal optical phonon, ε(0) is the static dielectric
constant of the medium and ε∞ is the high frequency limit of the dielectric constant of
the material. The optical phonons are assumed to be dispersionless such that ωLO is a
constant. The electron-phonon interaction described by the Hamiltonian (5.72) gives
origin to an phonon mediated retarded electron-electron interaction, which is given by

WR
ph(ω, ~q) = M−~qD

R
LO (ω, ~q)M~q, (5.74)

where DR
LO (ω, ~q) is the retard optical phonon Green’s function which is given by

DR
LO (ω, ~q) = −i

∫ ∞
0

dtei(ω+i0+)t
〈[
i
(
a~q(t)− a†−~q(t)

)
, i
(
a~q(0)− a†−~q(0)

)]〉
=

2ωLO
ω2 − ω2

LO + isgn (ω) 0+
, (5.75)

where we have used the fact that the phonon operators evolve in time as a~q(t) =
e−iωLOta~q(0).
Besides the phonon mediated interaction, we also have the Coulomb interaction

VC(~q) =
e2

ε0ε∞ |~q|2
, (5.76)

where the high frequency dielectric constant, ε∞, takes into account screening by high
energy degrees of freedom, such as core electrons. Adding the Coulomb interaction to
the phonon mediated interaction, we obtain the effective electron-electron interaction

V R(ω, ~q) = VC(~q) +M−~qD
R
LO (ω, ~q)M~q

=
e2

ε0ε(ω) |~q|2
, (5.77)

which the dielectric constant given by the Lorentz model

ε(ω) = ε∞ + f
ω2
TO

ω2
TO − ω2 − isgn(ω)0+

, (5.78)

where ωTO is the frequency of the transverse optical phonon and f is the so called
oscillator strength and is is given by f = ε∞

(
ω2
LO − ω2

TO
)
/ω2

TO. The frequency of
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Figure 5.4: Diagrammatic equation of the Dyson equation relating the reducible with the irre-
ducible density-density correlation function, Eq. (5.80). The shaded bubble repre-
sent the reducible density-density correlation function, X``′ , while the open bubbles
represent the the irreducible correlation function, χ`, which is diagonal in the layer
indices. The wavy double line represents the bare Coulomb interaction. Summation
over `′′ is implied.

the longitudinal and transverse optical phonons are related via the Lyddane-Sachs-
Teller relation ω2

LO/ω
2
TO = ε(0)/ε∞ [186]. The fact that we obtained for the effective

electron-electron interaction, when taking into account phonon mediated interaction,
the Coulomb interaction with a dielectric constant given by the Eq. (5.78) should come
as no surprise. In the original derivation of the Fröhlich Hamiltonian (5.72) [185]
the phenomenological dielectric function of a polar material enters as one of its main
ingredients. From the above discussion, we see that in order to take into account the
substrate longitudinal phonon mediated interaction into the drag resistivity, we just
need to replace the dielectric constant in the Poisson equation (5.18) by the frequency
dependent dielectric function, of the form of Eq. (5.78), of the the substrate material.
From the above discussion, we see that in order to taken into account the substrate

longitudinal phonon mediated interaction into the drag resistivity, we just need to
consider a Coulomb interaction with a frequency dependent dielectric function, which
is obtained by replacing the dielectric constant in the Poisson equation (5.18) by a
frequency dependent dielectric function, ε(~r)→ ε(ω,~r), of the form of Eq. (5.78). For
an unixial material, such as hBN, the dielectric tensor will become frequency dependent
with the in-plane, ε⊥(ω), and the out-of-plane, ε‖(ω), dielectric constants given by

ε⊥,‖(ω) = ε⊥,‖∞ + f⊥,‖

(
ω
⊥,‖
TO
)2(

ω
⊥,‖
TO
)2 − ω2 − iωγ⊥,‖

, (5.79)

where in the above equation we allowed for a finite broadening of the optical phonon,
due to its finite lifetime. Experimental values taken from Ref. [184] for the parameters
in Eq. (5.79) are presented in Table 5.1. The real and imaginary parts of ε⊥,‖(ω) for
hBN are represented in Fig. 5.3.
The inclusion of the effect of substrate phonons will give origin to the appearance

of peaks in the screened interlayer interaction UR12(ω,q) around the frequencies of the
longitudinal phonons. As a matter of fact the peaks will not occur exact at the optical
phonon frequencies due to the fact that the optical phonons will hybridize with the
charge oscillations, plasmons, of the coupled metallic layers. This phonon-plasmon hy-
bridization is most clearly demonstrated if we study the full, reducible, density-density
correlation function of the double layer structure taking into account optical phonons.
The full reducible density-density correlation function, which we represent (with a capi-
tal χ) as XR

`,`′ (ω,q), is related to the irreducibility density-density correlation function,
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χR` (ω,q), by taking into account screening effects. They are related to each other via
the Dyson equation[

XR
11 (ω,q) XR

12 (ω,q)

XR
21 (ω,q) XR

22 (ω,q)

]
=

[
χR1 (ω,q) 0

0 χR2 (ω,q)

]
+

+

[
χR1 (ω,q) 0

0 χR2 (ω,q)

][
V11 (q) V12 (q)

V21 (q) V22 (q)

][
XR

11 (ω,q) XR
12 (ω,q)

XR
21 (ω,q) XR

22 (ω,q)

]
. (5.80)

This equation is represented diagrammatically in Fig. 5.4. Notice that while the irre-
ducible density-density correlation function had no interlayer terms, the inclusion of
screening effects gives origin to the interlayer terms XR

12 (ω,q) and XR
12 (ω,q) due to

the interlayer interactions. Notice that the screening equation for UR``′ (ω,q), Eq. (5.32),
can be written in terms of the full density-density correlation function as[

UR11 (ω,q) UR12 (ω,q)

UR21 (ω,q) UR22 (ω,q)

]
=

[
V11 (q) V12 (q)

V21 (q) V22 (q)

]
+

+

[
V11 (q) V12 (q)

V21 (q) V22 (q)

][
XR

11 (ω,q) XR
12 (ω,q)

XR
21 (ω,q) XR

22 (ω,q)

][
V11 (q) V12 (q)

V21 (q) V22 (q)

]
. (5.81)

The full density-density correlation function allows one to define the energy loss function
for the double layer structure as [187]

S(ω,q) = −Im
∑
`

XR
`` (ω,q) . (5.82)

Since S(ω,q) is defined as the negative of the imaginary part of a retarded Green’s
function between an operator, ρq, and its Hermitian conjugate, ρ−q, we have that
sgn [S(ω,q)] = sgn(ω). Therefore, we restrict ourselves to positive frequencies, we have
that S(ω,q) is positive defined and therefore can be interpreted as a spectral function.
Collective excitations due to charge oscillations will appear as peaks in S(ω,q). In the
case where we only have electrons, the peaks in S(ω,q) correspond to plasmons. The
inclusion of electron-phonon interactions will lead to an hybridization of the plasmonic
mode with the phonons. This situation is exemplified in Fig. 5.5, where we plot the
energy loss function of a graphene double layer structure encapsulated by hBN. It is
clear that there is a mixing between the plasmon and the phonon degrees of freedom,
which give origin to a new plasmon-phonon hybrid excitation with a new dispersion
relation.

5.5 results for coulomb drag in graphene-hbn-graphene struc-
tures

We will now show the results for Coulomb drag between two graphene layers which are
separated by an hBN slab and also encapsulated in hBN, that is, we will focus on a
situation where all the three dielectrics in Fig. 5.1 are constituted by hBN. In Fig. 5.6
we show the results obtained for the drag resistivity between the two graphene layers
computed using Eq. (5.70). We assume that εF,1/2 � kBT such that the graphene
density-density correlation function that appear in the double layer structure dielectric
function Eq. (5.34) are approximated by their zero temperature result [151]. For sim-
plicity we consider the situation where both graphene layers are doped with the same
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Figure 5.5: Density plot of the energy loss function, S(ω,q) as defined by Eq. (5.82), for a
graphene double layer structure encapsulated by hBN, taking into account the ef-
fect of longitudinal optical phonons. The dashed yellow, dashed lines show the
dispersion relation of plasmons of the the double layer structure in the absence lon-
gitudinal phonons. The horizontal green, dot-dashed lines represent the frequencies
of the longitudinal and transverse hBN optical phonons. The hybridization between
the graphene plasmons and the hBN phonons is clear. We considered equal elec-
tron densities n1 = n2 = 0.02 nm−2 and a layer separation of d = 8 nm. S(ω,q) is
normalized by − limq→0 Re

∑
`X

R
`` (0,q).
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electron concentration n1 = n2 = n. As discussed in the previous section, the effect of
the electron-electron interaction mediated by the longitudinal optical phonons of the
hBN dielectric is taken into account by replacing the dielectric constants in the bare
Coulomb interaction Eq. (5.25) by the frequency dependent dielectric tensor of hBN,
which we write as Eq. (5.79) with the parameters taken from Ref. [184] and given in
Table 5.1.

In Fig. (5.6) we plot the drag resistivity as a function of temperature, electronic
density and layer separation. In Fig. (5.6)(a) we show the drag resistivity as a function
of temperature including (Coulomb+phonon) and neglecting (Coulomb only) the hBN
phonon mediated interaction. The Coulomb only result is obtained by setting the
dielectric function of hBN to its zero frequency value. We also compare the numerical
results from Eq. (5.70) with the low temperature, large separation universal result
Eq. (5.58), which for the particular case when we have doping of the graphene layers
reduces to (it we further assume that ω⊥/‖TO � kBT )

ρLow T , large d
Drag = − ~

e2

ζ(3)

28πα2
g

(
ε2‖(0)

ε‖(0)

ε⊥(0)

)
(kBT )2

(vF~)2 n3d4
. (5.83)

with αg = e2/(4πε0vF~) the fine structure constant of graphene. As Fig. 5.6(a) shows,
the contribution of the phonon mediated interaction to the drag resistivity is vanish-
ingly small at low temperatures. At higher temperatures the additional interaction
channel due to the phonon mediated interaction gives origin to an increase in the ab-
solute value of the drag resistivity. This temperature dependence is due the factor
1/ sinh2 (yε̃F / (2kBT )) in the integration kernel Eq. (5.71), which suppresses the inte-
grand for values of y & ε̃F /kBT . Thus at low temperatures, the main contribution
to the y-integration in Eq. (5.70) comes from a frequency range where the dielectric
functions in the integrand are still close to their static values. However, the phonon con-
tribution already becomes noticeable for T & 150 K, as is more clearly seen in the linear
scale of Fig. 5.6(b), a much lower temperature than one would naively expect, taking
into account that the energy of the lowest phonon mode, ω‖TO, corresponds to a temper-
ature of 1100 K. This is mainly due to the fact that the factor 1/ sinh2 (yε̃F / (2kBT ))
that controls the integration range in energy has relatively long tails, and therefore the
effect of phonons is already observable at modest temperatures. It is also curious to
notice that in the range from 100 to 250 K, the drag resistivity including the effect of
phonons, is closer to the T 2 behaviour than the purely Coulomb drag result. What is
happening is that at higher temperatures Eq. (5.83) is not valid anymore and predicts
a drag that is higher in absolute value that the full result given by Eq. (5.70). Inclu-
sion of phonons increases the drag when compared to the result obtained neglecting
them and this increase in drag approaches the result to the asymptotic value given by
Eq. (5.83). This is, however, accidental and results from a partial cancellation of errors
as Eq. (5.83) does not take into account electron-phonon interactions in any way.
In Fig. 5.6(b) also illustrates the effect of the anisotropy of hBN in the drag resistivity.

In this figure, we compare the drag resistivity between the two graphene layers correctly
including the anisotropy of hBN (Uniaxial) with the drag resistivity that would be
obtained by replacing hBN with an isotropic material characterized by a dielectric
function given by ε⊥(ω) (Isotropic, ε⊥) and ε‖(ω) (Isotropic, ε‖) , where ε⊥/‖(ω) are the
in-plane/out-of-plane dielectric functions of hBN. We also make a comparison between
the drag taking into account hBN phonons and neglecting them. It is observed that
the effect due to phonons is smallest in the case of isotropic dielectric characterized by
ε⊥(ω) due to the higher value of ω⊥TO. The effect of the phonons to drag is largest when
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correctly taking into account anisotropy, where both in-plane and out-of-plane optical
phonons are taken into account.
In Fig. 5.6(c) we show the drag resistivity as a function of electronic densities for

different temperatures. It is clear that drag is substancially reduced with the increase
of electronic density due to the increase in the screening of the interlayer interaction.
There it is also clear that at lower temperatures the effect of phonons is negligible while
at higher temperatures if gives origin to a significant increase in the drag resistivity.
Finally, Fig. 5.6(d) shows the drag resistivity as a function of the separation between

the graphene layers. Besides comparing the result obtained when neglecting or includ-
ing the effect of hBN phonons, we also compare the results with the low temperature,
large layer separation approximate result Eq. (5.83), which scales as ρDrag ∝ d−4, with
a low temperature approximation (Low T ) which is computed taking the zero frequency
limit of the non-linear susceptibility and interlayer interaction in Eq. (5.70). While it is
shown that for small distances the low temperature approximation is in good agreement
with the full result, at larger distances there is a significant deviation between the two
and consequently between the full result and the low temperature and large separation
result. This deviation is a consequence of the deviations from the T 2 result for large
enough distances, kBTd & vF~ [44, 45, 183] as discussed at the end of Section 5.2.2.2.

5.6 conclusions

In this chapter, we have studied Coulomb drag between two generic metallic layers,
paying special attention to the case of drag between two graphene layers and the role
played by the phonons of the dielectric environment, such as the one for a graphene
double layer structure encapsulated in hBN.
Following very general arguments, we have showed that in the low temperature, high

density, large separation and strong screening limits, the drag resistivity has a universal
behaviour with temperature as T 2 and layer separation as d−4. We found this result to
be independent of the electronic energy dispersion relation and wavefunction structure
and momentum dependence of the intralayer transport time, only requiring that the
system displays isotropy and that a single electronic band crosses the Fermi level. Thus
we generalized the previously known result for the drag resistivity between two 2DEG’s,
with parabolic dispersion relation and constant transport time, to a much broader class
of systems including the cases of graphene and bilayer graphene.
We have seen how the effect of optical phonons of the dielectric environment that

surrounds the two metallic layers gives origin to a phonon mediated electron-electron
interaction, which is correctly taken into account by simply replacing the dielectric
constant of the medium in the bare Coulomb interaction by the Lorentz like frequency
dependent dielectric function of the polar medium. We have also seen how anisotropy
of the dielectric medium can be taken into account.
For the case of a graphene double layer encapsulated by hBN, we have seen how

the phonon mediated electron-electron interaction contributes to a significant increase
of the drag resistivity. For large layer separation, d ' 8 nm, the effect of hBN op-
tical phonons becomes significant for temperatures higher than 150 K. As the lowest
phonon resonance frequency in the spacer material hBN corresponds to a temperature
of approximately 1100 K, this result seems to be at odds with the notion that phonon
effects should only be relevant at temperatures close and higher to the phonon fre-
quencies. This is indeed the case for other transport phenomena, like the substrate
limited electron mobility in graphene by remote phonon scattering, where real momen-
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Figure 5.6: Coulomb drag in graphene double layer structure encapsulated in hBN as a function
temperature, distance and electronic density. (a) Drag resistivity as a function of
temperature as a function of temperature for different graphene separations. (b)
Drag as a function of temperature comparing the results obtained when taking hBN
as dieletric material encapsulating the graphene layers and isotropic materials with
the the in-plane (ε⊥) or out-of-plane (ε‖) dielectric function of hBN. (c) Drag as a
function of graphene electronic density. (d) Drag as a function of the separation
between graphene layers. The lines Coulomb+phonon describe the drag resistivity
taking into account the frequency dependence of the dielectric function of hBN,
while the Coulomb only line is computed using the dielectric function of hBN in
the static limit. The line Low T, large d is computed using Eq. (5.83) and the line
Low T is computed using the non-linear susceptibility and interlayer interaction
expanded to lowest order in frequency in Eq. (5.70).
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tum transfer from an electronic state (in graphene) to a phonon mode (in a dielectric
substrate material) plays a role [130, 131]. The decay rate of the electronic state is
then overall proportional to the thermal population of the phonon mode. Our scenario
however involves the exchange of virtual phonons in a process that is of second order
in the interlayer interaction and no decay processes into real phonon states are relevant
for the drag resistivity. A similar low temperature effect of optical phonons in drag was
also reported in Ref. [169]. Although we focused on a hBN substrate, considering other
substrate materials, such as SiO2, should not qualitatively affect the obtained results.
Comparing the obtained results with the experimental data on Coulomb drag from

Refs. [39, 40] for a graphene double layer in a graphene layers embedded in a SiO2/Al2O3

dielectric and from Ref. [41] from graphene in hBN, the experimental results for drag
in the Fermi liquid regime are larger by a factor of roughly three compared with the
predicted. The experimentally reported T 2 dependence of ρD for d = 6 nm and n =
0.018 nm−2 up to temperatures of 240 K in Ref. [41] does not disagree with our results
presented in Fig. 5.6(a). Actually, it appears that in the temperature range of 100
to 250 K the inclusion of phonon mediated interaction brings the behaviour of drag
closer to the low temperature T 2 behaviour than with static Coulomb interaction only.
Nevertheless, an extension of the experimental data shown in Ref. [41] up to room
temperature would be needed to distinguish the effect of substrate phonons.
We point out that we have not considered the case where the two graphene layers are

close enough that the impurity disorder of both layers is correlated, where there can be
an exchange of energy between the electrons of the graphene layers, which is thought
to play a dominant role in the low doping limit of the graphene layers [41, 172].
We end this chapter by point out that the investigation of the phenomena of frictional

drag between two 2D electronic gases, having started almost 40 years ago [156], is far
from over and work continues to be done [183, 188, 189].



6VERTICAL TRANSPORT IN VAN DER WAALS STRUCTURES

6.1 introduction

One of the most interesting vdW structures from the point of view of applications and
basic physics is the graphene–insulator/semiconductor–graphene vdW structure, with
hexagonal boron nitride (hBN) or a semiconducting transition metal dichalcogenide
(STMDC) as the semiconductor/insulator. These kind of structures have already been
shown to realise a new kind of transistors: the Vertical Tunnelling Field Effect Tran-
sistor (VTFET) [48–50]. In a VTFET, the graphene layers act as source and drain
contacts while the insulator/semiconductor acts as a tunnelling barrier for the electron
flow along the vertical direction. By applying gate voltages to the bottom and top
graphene layers it is possible to control electrostatically the Fermi levels of both lay-
ers. This changes the electronic density of states available for tunnelling between the
graphene layers and at the same time controls the effective barrier height presented
by the insulator/semiconductor (whose band structure moves rigidly with the Dirac
points of the graphene layers). Simultaneous control of the density of states and the
barrier height with the applied gate voltages enables the switching operation of the
device. Devices based on graphene–WSe2–graphene structures have already shown
ON/OFF ratios as high as 106, with high ON current and a highly insulating OFF
state [50]. The same kind of graphene–STMDC–graphene device geometry has also
been shown to operate as a photodetector [190–192]. In these photodetectors, the
STMDC acts as the photo-active region and the graphene layers act as transparent
electrodes (due to the reduced light–matter interaction in graphene). The latter collect
the electron–hole pairs created in the STMDC, which then flow in opposite directions
due to the electric field induced by the asymmetric doping of the graphene layers.
Graphene–WSe2–graphene devices have already shown photoresponse times as short as
5.5 ps [192] and graphene–MoS2–graphene photodetectors have shown internal quan-
tum efficiencies (number of collected electrons at the device electrodes by the number
of absorbed photons) as high as 85%[191].
Due to the extreme high quality and atomically sharp interfaces between different

layers in vdW structures [51], the lattice mismatch and the relative alignment between
consecutive layers play a fundamental role in determining the electronic coupling be-
tween different layers of a vdW structure, having a profound impact on its electronic
and optical properties. Lattice misalignment between different layers is known to lead
to the formation of Moiré patterns in rotated graphite layers [193]. The effect of lat-
tice misalignment and mismatch has been extensively studied in the context of twisted
graphene bilayers and in graphene–on–hBN structures. It was shown, both theoretically
and experimentally, that the misalignment in graphene bilayers leads to a renormaliza-
tion of graphene’s Fermi velocity [194, 195]. It was also found out that the mismatch
and the misalignment control the formation of mini Dirac cones in the band structure
of graphene–on– hBN structures[196–201]. The dependence of the vertical current in
vdW structures on the rotation between different layers was first studied in Ref. [202]
in the context of twisted bilayer graphene. There it was found that the current is
extremely sensitive to the twist angle. Although this dependence was not at first com-
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pletely appreciated, it was soon understood and experimentally verified [52, 53] that
the misalignment between the graphene layers in graphene–hBN–graphene structures
leads to the occurrence of peaks in the current-voltage (I-V) characteristics of the de-
vice, which are followed by regions with negative differential conductance (NDC). The
position of these peaks as a function of the applied bias voltage depends on the rotation
angle between the graphene layers. As we will later see, the mechanism that leads to
the the occurrence of NDC is precisely momentum conservation in the tunnelling pro-
cess between rotated layers. This is very different from what happens in semiconductor
double barriers [203]. In a double barrier structure, a peak in the current occurs when
the energy level of the state localized inside the double barrier is located between the
Fermi levels of the to attached electrodes. It is the tunnelling assisted by the localized
state, resonant tunnelling, that leads to the occurrence of NDC. The effect of layer
misalignment in the vertical current is not restricted to monolayer graphene based de-
vices and recently it as also been explored in devices formed by two graphene bilayers
[204–206] and by one graphene monolayer and a graphene bilayer separated by hBN
[207].
In a graphene–insulator/semiconductor–graphene vdW structure, the distance be-

tween the graphene layers is very small, being of the order of few or tens of nanometres.
In this case we can expect that tunnelling will essential be coherent, not being affected
by interactions. Nevertheless, interactions can lead to incoherent processes, where
the tunnelling electrons lose energy and their momentum is also degraded. Interac-
tions can therefore lead to interesting features in the I-V characteristics. The effect of
scattering by phonons in vertical transport in vdW structures was first theoretically
studied in the context of twisted graphene bilayers [208]. More recently, signatures
of phonon assisted scattering on vertical transport have been experimentally detected
in graphene–hBN–graphite [209] and graphene–hBN–graphene structures [210]. These
signatures in vertical electronic transport has been proposed as a possible way to probe
the phonon spectrum of vdW structures.
In this chapter we study the electronic vertical current in graphene–hBN–graphene

devices with misaligned layers and for small twist angles, taking into account momen-
tum conservation rules and the effect of the rotation not only between the two graphene
layers but also between the graphene layers and the hBN slab. We have three main goals:
(i) determine under which conditions the graphene layers can be treated as electrodes,
in opposition to the case where external metallic contacts are treated as electrodes,
(ii) study the effect of the rotation between the graphene layers and the hBN slab on
the occurrence of NDC regions and (iii) study the effect of scattering by phonons and
disorder on vertical transport in these devices. This chapter is organized as follows. In
Section 6.2 we lay out the general non-equilibrium Green’s function (NEGF) approach
to mesoscopic transport. For the readers not familiar with the NEGF formalism, its fun-
damentals are summarized in Appendix H. In Section 4.3, we describe the general form
of the coupling Hamiltonian between two incommensurate 2D crystals and the crystal
momentum conservation rules that govern this coupling. In Section 6.2, we describe the
model Hamiltonian used to study vertical transport across a graphene–hBN–graphene
structure. Coherent transport in a prestine graphene–hBN–graphene device and the
possibility of occurrence of multiple NDC regions is studied in Section 6.5. The ef-
fect of scattering by disorder and optical phonons is discussed in Section 6.6. Finally,
conclusions are drawn in Section 6.7.



6.2 theory of mesoscopic transport 121

(a) (b)

(c)Vbias

Vgate

Figure 6.1: Schematic representation of a typical graphene–hBN–graphene vdW structure,
graphene lattice structure and Brillouin zones of rotated graphene layers. (a)
Schematic of a typical graphene– hBN–graphene vdW structure with four hBN lay-
ers, with applied gate, Vgate, and bias, Vbias, voltages. The graphene–hBN–graphene
device is assumed to be placed on top of a hBN/SiO2 dielectric substrate, which sep-
arates it from a highly doped Si gate. (b) Representation of honeycomb crystalline
structure shared by a graphene/boron nitride monolayer, showing the lattice basis,
{a1, a2}, the nearest neighbour vectors τi, i = 1, 2, 3, and the A/B sublattice sites.
(c) Representation of the 1BZ of the bottom and top graphene layers, indicating
the relative rotation angle, the respective K points and the reciprocal lattice basis
{b1, b2}.

6.2 theory of mesoscopic transport

The problem of electronic transport, particularly electronic mesoscopic transport, is
a delicate one. An exact treatment of transport through a mesoscopic device that
is connected to an external circuit (which includes a voltage source / battery) would
require treating the complete system, formed by the mesoscopic region plus external
circuit, on the same footing. This is clearly an infeasible task. The problem of electronic
mesoscopic transport has an analogue in fluid mechanics: the problem of computing the
fluid current between two vessels that are communicating through a small section pipe.
Once the pipe connecting the two vessels is opened, a rigorous computation of the fluid
current through the pipe would require a full hydrodynamic treatment of the fluid in the
vessels and in the pipe, taking into account the initial fluid levels in the vessels and how
the pipe is opened up: a daunting task. However, if we are not interested in the fluid
current immediately after opening up the pipe (transient behaviour), assuming that the
fluid levels in each vessel is approximately constant allows a great simplification in the
problem: by simply applying Bernoulli’s law one can then compute the fluid current
that flows through the pipe! The assumption of constant fluid levels in the vessels is
obviously only an approximation, however, provided that the section of the vessels is
much larger than the section of the connecting pipe, it can be an extremely good one.
On the problem of electronic mesoscopic transport, a similar approximation occurs if we
assume that the source and drain electrodes of the external circuit that are connected
to the mesoscopic region have constant, well defined chemical potentials (the electronic
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fluid level). This approximation will be a good one provided the density of states of
the electrodes is much larger than the density of states in the mesoscopic region. This
allows to treat the external electrodes as particle reservoirs or baths which can freely
exchange both particles and energy with the mesoscopic region. The assumption that
the external electrodes have well define chemical potentials, and therefore are in thermal
equilibrium, is at the heart of any treatment of quantum mesoscopic transport, whether
it be based on the scattering theory approach of Landauer [211, 212] and Büttiker [213],
transfer Hamiltonian approach of Bardeen [214] or the use of non-equilibrium Green’s
function approach pioneered by Caroli and coworkers [215–218]. Even though assuming
that the electrodes are in thermal equilibrium allows for an immense simplification, the
theory of mesoscopic transport remains considerably more evolved than Bernoulli’s law,
as we will see. In the following we will employ the non-equilibrium Green’s function
approach to mesoscopic transport as this formalism is the most formally rigorous one
and allows for a easy inclusion of interaction effects. A brief description to the non-
equilibrium Green’s function formalism is provided in Appendix H and in the following
we will use many of the results provided there.

In order to set up a theory for mesoscopic transport we need to specify the Hamilto-
nian describing the mesoscopic region and the external electrodes which are in thermal
equilibrium. We are interested in a two terminal device, where the central region, which
we label as c (central), is connect to two electrodes, which we label as t (top) and b
(bottom). He write the non-interacting part of the Hamiltonian of the complete system
in a localized basis and in first quantization as

H =

 Ht Tt,c 0

Tc,t Hc Tc,b

0 Tb,c Hb

 , (6.1)

where Ht and Hb are the Hamiltonians of the isolated top and bottom electrodes, Hc
is the Hamiltonian of the central mesoscopic device, Tt,c = T †c,t and Tb,c = T †c,b are
coupling terms that describe the electronic hopping between the top/bottom electrode
and the mesoscopic device. It is assumed that there is no direct hopping between
the top and bottom electrodes. Notice, that the formalism is not restricted to systems
described in terms of localized basis and can also be applied to continuous Hamiltonians
formulated in real space as an Hamiltonian of the form of Eq. (6.1) can be obtained
from a discretization of Schrödinger’s equation [216]. The second quantized version of
Eq. (6.1) would read

H = ψ†t ·Ht ·ψt +ψ†c ·Hc ·ψc +ψ†b ·Hb ·ψb

+ψ†t · Tt,c ·ψc +ψ†c · Tc,t ·ψt

+ψ†b · Tb,c ·ψc +ψ†c · Tc,b ·ψb, (6.2)

where ψ†i (ψi) is a row (column) vector of electron creation (annihilation) operators
that act in the i = t, c, b subspace (written in the same basis as Eq. (6.1)). The current
that flows through the mesoscopic device can be obtained from charge conservation, by
computing the change in the particle number of the electrodes (which later on we will
approximate as being constant, this is the approximation discussed in the previous
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paragraph). From Heisenberg equation, the change of the particle number in the top
terminal is given by

dNt

dt
=

d

dt

(
ψ†t ·ψt

)
=
i

~

[
H,ψ†t ·ψt

]
=
i

~

[
ψ†t · Tt,c ·ψc,ψ

†
t ·ψt

]
+
i

~

[
ψ†c · Tc,t ·ψt,ψ

†
t ·ψt

]
= − i

~
ψ†t · Tt,c ·ψc +

i

~
ψ†c · Tc,t ·ψt, (6.3)

The particle current flowing from the top to the bottom region is given by minus the
change of the number of particles in the top region and therefore the expectation value
of the electronic current is given by

It→b(t) = −e
(
−dNt(t)

dt

)
= −e i

~

〈
ψ†t (t) · Tt,c ·ψc(t)

〉
+ e

i

~

〈
ψ†c(t) · Tc,t ·ψt(t)

〉
, (6.4)

which can be expressed in terms of lesser Green’s function as

It→b(t) = eTr
[
Tc,t ·G<

t,c(t, t)− Tt,c ·G<
c,t(t, t)

]
. (6.5)

We will now specialise to the stationary state regime. A possible calculation scheme
(albeit not very realistic) is to consider that in the remote past the mesoscopic region is
disconnected from the electrodes (by setting Tt,c = T †c,t = 0 and Tb,c = T †c,b = 0) but
with a bias already applied between the two electrodes. Since the mesoscopic region
is disconnected from the electrodes no current is allowed to flow and all the individual
parts of the system are in thermal equilibrium. Then, one turns on the hopping terms
contacting the electrodes to the mesoscopic region (Tt,c = T †c,t 6= 0 and Tb,c = T †c,b 6= 0),
allowing a current to flow due to the applied bias. Essentially we are turning on a switch.
Since we are working under the assumption that the electrodes are particle reservoirs,
the electrodes will remain in thermal equilibrium, with the same occupation factors
as they had before contacting them to the mesoscopic region. The initial state of the
mesoscopic region is of no importance since in the stationary state that information will
be washed away due to the coupling to the electrodes. This calculation scheme for the
current in a mesoscopic device was initially proposed by Caroli and coworkers [215] and
is generally referred to as the partitioned approach. An alternative computation scheme
was later proposed by Cini [219]. Instead of making the fictitious assumption that in the
initial state the electrodes are disconnected but with a bias already applied, it considers
instead that in the initial state electrodes and mesoscopic region are all connected and
in thermal equilibrium. Then, it is the bias voltage that is turned on. This second
approach is generally referred to as partition-free approach. If we are interested in the
transient behaviour of the current, the partitioned and the partition-free approaches
will clearly differ as they are describing physically different processes. However, if we
are only interested in the stationary state current we might hope that the system will
lose memory of how it was initially prepared and that both approaches will predict the
same steady state current. Indeed, it was proved rigorously by Stefanucci and Almbladh
[220] that, for non-interacting electrons, both approaches yield the same steady-state
current provided that the energy levels of the electrodes form a continuum, that is, if
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they are macroscopic. The continuum of states in the electrodes leads to a dephasing
mechanism which ensures that a steady state is reached and that this steady steady is
independent of the past history. No theorem of equivalence between the partitioned and
partition-free approaches exists for the interacting case. We can expect, however, that
interactions will further contribute to the loss of memory of the system and therefore
both approaches should also coincide for the steady state current in the interacting
case. The partitioned approach is technically simpler, particularly in the interacting
case, and as we are interested in the steady state current, we will employ it in the
following.
Equation (6.5) expresses the current in terms of a Green’s function connecting the

mesoscopic region to one of the electrodes. It would be useful, if one could express
the current only in terms of a Green’s function of the mesoscopic region, with the
electrodes only acting as particle reservoirs. This can be done by integrating out the
electrodes, which in the case of non-interacting contacts can be done exactly. Assuming
that in the distant past the system is uncontacted (with Tt,c = T †c,t = 0 and Tb,c =

T †c,b = 0) and treating the Tt,c and Tc,t in perturbation theory (to all orders), the exact
Dyson equation for the contour-ordered Green’s functions GC

t,c(t, t
′) and GC

c,t(t, t
′) (see

Eq. (H.28)) reads

GC
t,c(t, t

′) =

∫
C
dt1G

0,C
t,t (t, t1) · Tt,c ·GC

c,c(t1, t
′), (6.6)

GC
c,t(t, t

′) =

∫
C
dt1G

C
c,c(t, t1) · Tc,t ·G0,C

t,t (t1, t
′), (6.7)

whereG0,C
t,t (t, t′) is the Green’s function of the top electrode for the uncontacted system

and GC
c,c(t, t

′) is the Green’s function of the mesoscopic region for the contacted system.
In its turn, the Dyson equation from the Green’s function of the mesoscopic region,
GC

c,c(t, t
′), reads

GC
c,c(t, t

′) =

∫
C
dt1

∫
C
dt2G

0,C
c,c (t, t1) ·ΣC

t (t1, t2) ·GC
c,c(t2, t

′)

+

∫
C
dt1

∫
C
dt2G

0,C
c,c (t, t1) ·ΣC

b (t1, t2) ·GC
c,c(t2, t

′)

+

∫
C
dt1

∫
C
dt2G

C
c,c(t, t

′) ·ΣC
int(t1, t2) ·GC

c,c(t2, t
′), (6.8)

where ΣC
int(t1, t2) is a self-energy due to interactions in the mesoscopic region and the

self-energies due to the contacts are given by

ΣC
t (t, t′) = Tc,t ·G0,C

t,t (t, t′) · Tt,c, (6.9)

ΣC
b (t, t′) = Tc,b ·G0,C

b,b (t, t′) · Tt,c. (6.10)

Notice that Eqs. (6.6), (6.7) and (6.8) are still valid if the electrodes are interacting
provided we ignore processes in which an interaction line goes over the hopping terms
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Tt,c/Tc,t or Tb,c/Tc,b [218]. Using Langreth’s rules (see Eq. (H.67)) from Eqs. (6.6) and
(6.7) we write the lesser Green’s function as

G<
t,c(t, t

′) =

∫
dt1G

0,<
t,t (t, t1) · Tt,c ·GA

c,c(t1, t
′)

+

∫
dt1G

0,R
t,t (t, t1) · Tt,c ·G<

c,c(t1, t
′), (6.11)

G<
c,t(t, t

′) =

∫
dt1G

<
c,c(t, t1) · Tc,t ·G0,A

t,t (t1, t
′)

+

∫
dt1G

R
c,c(t, t1) · Tc,t ·G0,<

t,t (t1, t
′). (6.12)

Plugging the above expressions into Eq. (6.5), the current can be expressed as

It→b(t) =
e

~

∫
dt1Tr

[
Σ<

t (t, t1) ·GA
c,c(t1, t) + ΣR

t (t, t1) ·G<
c,c(t1, t)

]
− e

~

∫
dt1Tr

[
G<

c,c(t, t1) ·ΣA
t (t1, t) +GR

c,c(t, t1) ·Σ<
t (t1, t)

]
, (6.13)

where Σ
R/A/<
t (t, t′) are defined in a similar way to Eq. (6.9) but replacing G0,C

t,t (t, t′)
by the corresponding R/A/ < Green’s function. Since we are interested in the steady
state current, when translation invariance is recovered such that all Green’s functions
become functions only of time differences, it is useful to represent all the quantities in
terms of Fourier transforms in time. If we further use the cyclic property of the trace
we can write the current in the steady state as

It→b =
e

~

∫
dω

2π
Tr
[
Σ<

t (ω) ·
(
GA

c,c(ω)−GR
c,c(ω)

)]
− e

~

∫
dω

2π
Tr
[(

ΣA
t (ω)−ΣR

t (ω)
)
·G<

c,c(ω)
]
. (6.14)

Since the external top electrode is in thermal equilibrium, G0,≷
t,t (ω) can be obtained

from the fluctuation-dissipation theorem (see Eqs. (C.2) and (C.3) in Appendix C)

G0,<
t,t (ω) = ift(ω)A0

t,t(ω), (6.15)

G0,>
t,t (ω) = −i (1− ft(ω))A0

t,t(ω), (6.16)

where A0
t,t(ω) = i

(
G0,R

t,t (ω)−G0,A
t,t (ω)

)
is the spectral function of the uncontacted top

electrode and ft(ω) =
(
eβ(ω−µt) + 1

)−1 is the equilibrium Fermi distribution function
of the electrode, with chemical potential µt. Therefore, by introducing the level-width
function due to the contacts

Γt(ω) = i
(
ΣR

t (ω)−ΣA
t (ω)

)
, (6.17)

we can write
Σ<

t (ω) = ift(ω)Γt(ω). (6.18)

Similarly the greater Green’s function can be written as

Σ>
t (ω) = −i (1− ft(ω)) Γt(ω). (6.19)
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Similar equations are valid for the self-energy due to the bottom contact, Σ≷
b (ω). If we

also introduce the spectral function of the mesoscopic region as (Eq. (A.25))

Ac,c(ω) = i
(
GR(ω)−GA(ω)

)
, (6.20)

from Eq. (6.14) we obtain the Meir-Wingreen [221] formula for the current

It→b = − e
~

∫
dω

2π
Tr
[
Γt(ω) ·

(
ft(ω)A(ω) + iG<(ω)

)]
(6.21)

(where for simplicity we have suppressed the central region indices c, c). Notice that
if the central mesoscopic region were in equilibrium with the top contact, by the
fluctuation-dissipation theorem we would have G<

c,c(ω) = ift(ω)Ac,c(ω) and the cur-
rent would be zero. Therefore we can see the current as a measure of the “non-
equilibriumness” of the system.
We now provide an expression for the spectral function that will later be useful. From

the definition Eq. (6.20), the spectral function can also be written as

A(ω) = i
(
GR(ω)−GA(ω)

)
= iGR(ω) ·

([
GA(ω)

]−1 −
[
GR(ω)

]−1
)
·GA(ω)

= GR(ω) · Γ(ω) ·GA(ω), (6.22)

with the total decay rate matrix given by

Γ(ω) = i
([
GA(ω)

]−1 −
[
GR(ω)

]−1
)

= i
(
ΣR(ω)−ΣA(ω)

)
= i
(
Σ>(ω)−Σ<(ω)

)
. (6.23)

In the same way that Eq. (6.22) is obtained, the spectral function can also be written
as

A(ω) = GA(ω) · Γ(ω) ·GR(ω). (6.24)

6.2.1 Coherent and incoherent contributions to the current

In the Meir-Wingreen formula, the bottom and top electrodes seem to play different
roles, with the current explicitly depending on Γt(ω) but not on Γb(ω). It is clear that
in a two terminal device, the two contacts should play the same role. To see this, we
rewrite the Meir-Wingreen formula using the fact that the spectral function can be
written as A(ω) = i (G>(ω)−G<(ω)) (see Eq. (A.26) in Appendix A) such that the
current is written as

It→b = − e
~

∫
dω

2π
Tr
[
iΓt(ω) ·

(
ft(ω)G>(ω) + (1− ft(ω))G<(ω)

)]
, (6.25)

The Keldysh equation for the greater and lesser Green’s functions (Eqs. (H.71) and
(H.90)) reads

G≷(ω) = GR(ω) ·Σ≷(ω) ·GA(ω), (6.26)

where the greater/lesser self-energy can be split into contributions due to the external
electrodes and contributions due to interactions (see Eq. (6.8))

Σ≷(ω) = Σ≷
t (ω) + Σ≷

b (ω) + Σ≷
int(ω). (6.27)
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Writing the contact self-energies in terms of the level-width functions as in Eqs. (6.18)
and (6.19), the current can be written as the sum of two terms

It→b = I
(coh)
t→b + I

(incoh)
t→b , (6.28)

with the coherent term given by the Landauer formula

I
(coh)
t→b = − e

~

∫
dω

2π
(ft(ω)− fb(ω)) T (0)

t,b (ω), (6.29)

with the coherent transmission function given by

T (0)
t,b (ω) = Tr

[
Γt(ω) ·GR(ω) · Γb(ω) ·GA(ω)

]
, (6.30)

and the incoherent contribution reading

I
(incoh)
t→b = −i e

~

∫
dω

2π
ft(ω)Tr

[
Γt(ω) ·GR(ω) ·Σ>

int(ω) ·GA(ω)
]

− i e
~

∫
dω

2π
(1− ft(ω))Tr

[
Γt(ω) ·GR(ω) ·Σ<

int(ω) ·GA(ω)
]
. (6.31)

The incoherent contribution to the current is only non-zero in the presence of interac-
tions and plays a role similar to that of vertex corrections in linear response formalism.
It corresponds to processes that are assisted by interactions, involving the emission or
absorption of interaction carrier bosons (for example phonons). Notice that in Eq. (6.31)
the top and bottom contacts still appear in an asymmetric way. To proceed we must
specify the interactions the electrons experience in the mesoscopic region.
We will study the case where the electrons in the mesoscopic region of the device

interact with a real bosonic field, φζ , via the Hamiltonian

Hint = c† ·Mζ · cφζ , (6.32)

where Mζ is an electron-boson coupling matrix. The bosonic field is governed by the
bare Hamiltonian

Hφ =
∑
ζ

~ωζ
(
a†ζaζ +

1

2

)
, (6.33)

where ωζ is the frequency of the bosonic field in mode ζ and a†ζ (aζ) are the creation
(annihilation) bosonic operators, with the bosonic field φζ given by φζ = a†ζ + aζ .
Therefore, the retarded/advanced Green’s functions for the bosonic field φζ reads

D
R/A
ζ (ν) =

2ωζ
ν2 − ω2

ζ ± sgn(ν)i0+
. (6.34)

We will assume that the bosonic field is in thermal equilibrium and therefore, by the
fluctuation-dissipation theorem we obtain

D≷
ζ (ν) = ±i2πb(∓ν)2ωζsgn(ν)δ

(
ν2 − ω2

ζ

)
, (6.35)

where b(ν) =
(
eβν − 1

)−1 is the Bose distribution function. Notice that considering an
interaction of the form of Eq. (6.32) is not too restrictive, as an electron-boson inter-
action can also describe two body interactions (such as Coulomb) since the latter can
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be decoupled via a Hubbard–Stratonovich transformation. In a non-crossing approxi-
mation, the greater/lesser electron self-energy due to the interaction (6.32) is given by
the Fock contribution (see Eqs. (H.82) and (H.62))

Σ≷
int(ω) = i

∫
dν

2π
Mζ ·G≷(ω − ν) ·M †

ζD
≷
ζ (ν). (6.36)

Recalling that the greater/lesser Green’s function is given by Eq. (6.26) we obtain

Σ≷
int(ω) = i

∫
dν

2π
Mζ ·GR(ω − ν) ·Σ≷

t (ω − ν) ·GA(ω − ν) ·M †
ζD

≷
ζ (ν)

+ i

∫
dν

2π
Mζ ·GR(ω − ν) ·Σ≷

t (ω − ν) ·GA(ω − ν) ·M †
ζD

≷
ζ (ν)

+ i

∫
dν

2π
Mζ ·GR(ω − ν) ·Σ≷

int(ω − ν) ·GA(ω − ν) ·M †
ζD

≷
ζ (ν), (6.37)

which is a self-consistent equation for Σ≷
int(ω). To lowest order in the electron-boson

interaction, we neglect the last term in the previous equation [218] and obtain

Σ<
int(ω) '

'
∑
s=±1

ift(ω − sωζ)sb(sωζ)Mζ ·GR(ω − sωζ) · Γt(ω − sωζ) ·GA(ω − sωζ) ·M †
ζ

+
∑
s=±1

ifb(ω − sωζ)sb(sωζ)Mζ ·GR(ω − sωζ) · Γb(ω − sωζ) ·GA(ω − sωζ) ·M †
ζ

(6.38)

with the greater self-energy being obtained by replacing ft/b → 1− ft/b and b(sωζ)→
b(−sωζ). Inserting Eq. (6.38) into Eq. (6.31) we obtain the incoherent current assisted
by the absorption or emission of one boson

I
(incoh,1)
t→b = − e

~
∑
s=±1

∫
dω

2π

[
W

(1)(s,ζ)
t,b (ω)T (1)(s,ζ)

t,b (ω) +W
(1)(s,ζ)
t,t (ω)T (1)(s,ζ)

t,t (ω)
]
,

(6.39)
with the one-boson assisted transmission functions defined as

T (1)(s,ζ)
`,`′ (ω) = Tr

[
Γ`(ω) ·GR(ω) ·Mζ ·GR(ω − sωζ)·

·Γ`′(ω − sωζ) ·GA(ω − sωζ) ·M †
ζ ·G

A(ω)
]
, `, `′ = t, b (6.40)

and the thermal occupation factors W (1)(s,ζ)
`,`′ (ω) given by

W
(1)(s,ζ)
`,`′ (ω) = f`(ω) [1− f`′(ω − sωζ)] [−sb(−sωζ)]

− [1− f`(ω)] f`′(ω − sωζ) [sb(sωζ)] , `, `
′ = t, b. (6.41)

It can be explicitly checked that W (1)(s,ζ)
t,t (ω) = 0, such that the second term in

Eq. (6.39) is zero. This cancellation is necessary and expected, since in steady state no
charge accumulation can occur in the device, such that the current that flows from the
top contact into the mesoscopic region must be the symmetric of the current that flows
from the bottom contact into the mesoscopic region: It→b = −Ib→t. This implies that
terms in the current that depend only on the occupation factor of one of the electrodes
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must cancel out. In Eq. (6.39) both top and bottom contacts play symmetric roles.
Equation (6.39) has a very simple interpretation: it represents the probability of an
electron being injected from the top electrode into the mesoscopic region, emitting/ab-
sorbing (respectively for s = ±1) a boson and then being collected by the bottom
electrode minus the probability of an electron being emitted by the bottom contact,
absorbing/emitting (respectively for s = ±1) a boson and then being collect by the top
electrode.
Processes assisted by more than one boson can be obtained in a similar way as before

by successive iteration of Eq. (6.37). The incoherent contribution to the current can
then be written as

I
(incoh)
t→b = − e

~

+∞∑
n=1

{si}=±1

∫
dω

2π
W

(n)(s1,ζ1),...,(sn,ζn)
t,b (ω)T (n)(s1,ζ1),...,(sn,ζn)

t,b (ω), (6.42)

with the n-boson assisted transmission function given by

T (n)(s1,ζ1),...,(sn,ζn)
t,b (ω) = Tr [Γt(ω)·

·GR(ω) ·Mζ1 ·GR(ω − s1ωζ1) · ... ·Mζn ·GR(ω − s1ωζ − snωζn)·
· Γb(ω − s1ωζ − snωζn)·

·GA(ω − s1ωζ − snωζn) ·M †
ζn
· ... · ·GA(ω − s1ωζ1) ·M †

ζ1
·GA(ω)

]
, (6.43)

and the occupation factors W (n)(s1,ζ1),...,(sn,ζn)
t,b (ω) defined as

W
(n)(s1,ζ1),...,(sn,ζn)
t,b (ω) =

ft(ω) [1− fb(ω − s1ωζ1 ...− snωζn)]×
× [−s1b(−s1ωζ1)] ... [−snb(−snωζn)]

− [1− ft(ω)] fb(ω − s1ωζ1 ...− snωζn)×
× [s1b(s1ωζ1)] ... [snb(snωζn)] . (6.44)

Just as for the one-boson case, and in accordance with the steady state condition, it
can be checked explicitly that the quantity

W
(n)(s1,ζ1),...,(sn,ζn)
t,t (ω) = 0 (6.45)

(defined similarly to Eq. (6.44) by replacing b→ t) and therefore terms involving only
the occupation factors of the top electrode do not make any contribution to the current.
All of the terms in Eq. (6.42) have the same interpretation as the one-boson contribution:
they represent the difference in probabilities between an event in which an electron is
emitted from the top electrode, emits/absorbs (respectively for si = ±1) n bosons and
is then collected by the bottom electrode and the event in which an electron is emitted
by the bottom contact, absorbs/emits (respectively for si = ±1) n bosons and is then
collect by the top electrode.
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6.3 coupling between incommensurate 2d crystals

In order to describe the general form of the coupling between two 2D crystals we follow
the approach of Refs. [202, 222]. The atomic positions in the two crystals, which we
label as 1 and 2, are given by

Rn,a,` = R0
n,` + τa,`

= n1a1,` + n2a2,` + τa,`, ` = 1, 2 (6.46)

where R0
n,` are the Bravais lattice sites of layer ` = 1, 2, which is spanned by the vector

basis {a1,`,a2,`} and τa,` is a sublattice vector, which also encodes the out-of-plane
displacement between both layers. The index n = (n1, n2) runs over the Bravais lattice
sites of each layer and the indice a includes both the sublattice and also the orbital
degrees of freedom. The reciprocal lattice sites of each layer are given by

Gn,` = n1b1,` + n2b2,`, ` = 1, 2 (6.47)

with {b1,`,b2,`} the basis that spans the reciprocal space of layer ` = 1, 2. In a tight-
binding representation, the second quantized form of the interlayer coupling Hamilto-
nian describing hoping from layer 2 to layer 1 is written as

T1,2 = −
∑

n,a,m,b

t (Rn,a,1,Rm,b,2)ψ†n,a,1ψm,b,2, (6.48)

where ψ†n,a,` (ψn,a,`) are the electronic creation (annihilation) operator, for a local-
ized state at the position Rn,a,` of layer ` and in the sublattice site/orbital a, and
t (Rn,a,,Rm,b,2) are hopping integrals. Naturally, the hopping Hamiltonian between
electrons from layer 1 to layer 2 is given by T2,1 = T †1,2. Representing the electronic
operators of each layer in its respective Bloch basis

ψ†n,a,` =
1√
N`

∑
k

e−ik·Rn,a,`ψ†k,a,`, ` = 1, 2, (6.49)

where N` is the number of lattice sites in layer `, the interlayer coupling Hamiltonian
becomes

T1,2 = −
∑

k,a,k′,b

t̃
(1,2)
a,b

(
k,k′

)
ψ†k,a,1ψk′,b,2, (6.50)

where the hopping integrals t̃a,b (k,k′) are given by

t̃
(1,2)
a,b

(
k,k′

)
=

1√
N1N2

∑
n,m

e−ik·Rn,a,1t (Rn,a,1,Rm,b,2) eik
′·Rn,a,2 . (6.51)

In a two-centre approximation, t (Rn,a,1,Rm,b,2) only depends on Rn,a,1 −Rm,b,2 and
as such it is possible to write it as a Fourier transform [222]

t (Rn,a,1,Rm,b,2) =
√
Acell,1Acell,2

∫
d2q

(2π)2 t
(1,2)
a,b (q) eiq·(Rn,a,1−Rm,b,2), (6.52)

where Acell,` is the area of the unit cell of layer `. Notice that in general, while Rn,a,`

are 3D vectors, q is a 2D vector. Therefore, q ·Rn,a,` projects the planar components of
Rn,a,`, with the vertical separation between sites Rn,a,1 and Rn,a,2 encoded in t(1,2)

a,b (q).
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Inserting the Fourier representation of the hopping integrals, Eq. (6.52), into Eq. (6.51),
performing the sum over the Bravais lattice sites of both layers using the fact that∑

n e
ik·R0

n,` = N`
∑

Gn,`
δk,Gn,`

, while assuming that both layers have the same area
A = N1Acell,1 = N2Acell,2 and noticing that the Dirac δ-function is related to the
Kronecker delta by δ(k) = Aδk,0/(2π)2, we can write t̃(1,2)

a,b (k,k′) as

t̃
(1,2)
a,b

(
k,k′

)
=

∑
Gn,1,Gm,2

eiGn,1·τn,a,1t
(1,2)
a,b

(
k′ + Gm,2

)
e−iGm,2·τn,b,2δk+Gn,1,k′+Gm,2 .

(6.53)
The following important result is thus obtained: a Bloch state from layer 1, with
crystal momentum k, only couples to a Bloch state of layer 2, with crystal momentum
k′, provided the generalized umklapp [222] condition

k + Gn,1 = k′ + Gm,2, (6.54)

is satisfied, for some reciprocal lattice vectors Gn,1 and Gm,2, respectively from layer
1 and 2. This result can be interpreted as a generalization of the conservation of
crystal momentum, but taking into account that while all the momenta k + Gn,1 are
equivalent from the point of view of layer 1, they are not equivalent from the point of
view of layer 2. Equations (6.50) and (6.53) provide a general starting point to describe
the coupling between two incommensurate layers. In general, the integral hoppings in
real space t (Rn,a,1,Rm,b,2) should decay rapidly with |Rn,a,1 −Rm,b,2| and therefore
t
(1,2)
a,b (q) should also decay with |q|. Therefore, in general, only a few t

(1,2)
a,b (k + Gn)

with the smallest k + Gn (measured from the common centre of the Brillouin zones
of both layers) need to be considered. In the next section we will use Eqs. (6.50) and
(6.53) in order to describe the coupling between the graphene layers and the hBN slab.

6.4 model hamiltonian for graphene–hbn–graphene structures

We want to study the vertical current flowing through a device formed by a slab of
hBN, formed by N monolayers, sandwiched between two graphene monolayers, refered
to as bottom (bg) and top (tg) graphene layers. The bottom and top graphene layers
are contacted my metallic electrodes, such that a bias voltage, Vbias, is applied between
the top and bottom layers and a gate voltage, Vgate, is applied to the bottom graphene
layer. The device structure is schematically represented in Fig. 6.1. The finite bias
voltages drives a vertical current through the device and the gate voltage allows for
the control of the doping levels of the graphene layers. Like graphene, hBN also has
a honeycomb structure, with boron and nitrogen atoms at the two inequivalent sites.
We assume that the hBN slab is a perfect crystal, where the individual monolayers are
perfectly aligned with an AA′ stacking [184, 223], i.e., consecutive honeycomb layers
are perfectly aligned but with the boron atom of one layer on top of the nitrogen atom
of the next and vice versa. Both graphene layers are assumed to be rotated with respect
to the hBN layer and also with respect to each other. Taking the bottom graphene
layer crystallographic alignment as a reference, we have that the top graphene layer is
rotated by an angle of θtg and the hBN slab is rotated by an angle of θhBN. Therefore,
if {b1,bg,b2,tg} are the reciprocal lattice vectors of the bottom graphene layer, then the
reciprocal lattice vectors of the top graphene and of the hBN slab are given by

bi,tg = R(θtg) · bi,bg, (6.55)

bi,hBN =
1

1 + δ
R(θhBN) · bi,bg, i = 1, 2 (6.56)
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with R(θ) a rotation matrix

R(θ) =

[
cos θ − sin θ

sin θ cos θ

]
, (6.57)

and the parameter δ is defined as

δ =
ahBN
ag
− 1 ' 1.8% (6.58)

where ag and ahBN are, respectively, graphene and hBN lattice parameters. We will
assume that all the rotation angles are small. We write the Hamiltonian of the
graphene–hBN–graphene structure as

H = Htg +Hbg +HhBN + (ThBN,tg + ThBN,bg + h.c.) , (6.59)

where Htg/bg is the Hamiltonian describing the isolated top/bottom graphene layer,
HhBN is the Hamiltonian of the isolated hBN slab and ThBN,tg/bg = T †tg/bg,hBN describes
the hopping of electrons between the graphene layers and the hBN slab. The vertical
current in the device will be dominated by low energy states, which are close to the
±Ktg/bg points of the top and bottom graphene layers. As such we use the Dirac
continuous model to describe the graphene layers. In the sublattice basis the Bloch
form of the Hamiltonian of the bottom graphene layers reads

Hbg =
∑
k,τ

ψ†kτ ,bg ·

[
Vbg τvF~ |k| e−τiθk,bg

τvF~ |k| eτiθk,bg · Vbg

]
·ψkτ ,bg, (6.60)

where ψ†kτ ,bg =
[
ψ†kτ ,A,bg ψ†kτ ,B,bg

]
is a vector of creation operators in the sublattice

A and B of the bottom graphene layer, with momentum k measured from the the corner
of the Brillouin zoneτKbg, with τ = ±1. θk,bg is the angle between k and Kbg and
Vbg is an on-site potential induced by the applied gate and bias voltages. We choose
the zero of energy to lie at the Fermi level of the bottom graphene layer, in which case
we have Vbg = −εF,bg, where εF,bg is the Fermi energy of the bottom graphene layer
measured from its Dirac point. The Hamiltonian of the top graphene layer has the
same form

Htg =
∑
k′,τ

ψ†k′τ ,tg
·

[
Vtg τvF~ |k′| e−iτθk′,tg

τvF~ |k′| eiτθk′,tg Vtg

]
·ψk′τ ,tg, (6.61)

but with k′ measured from the τKtg point of the Brillouin zone of the top graphene layer
and θk′,tg being the angle between k′ and Ktg. Notice that we have Ktg = R(θhBN)·Kbg.
If we use the same reference frame in Eq. (6.61) as in Eq (6.60), we have that

k′ = k + τ∆Kb,t, (6.62)

with k measured from the τKbg point and ∆Kb,t = Kbg−Ktg being the displacement
between the Dirac points of the two graphene layers. Just as for the bottom layer, Vtg
is an on-site potential which, taking into account the bias voltage applied between the
two graphene layers, can be written as Vtg = −εF,tg − eVbias, where εF,tg is the Fermi
level measured from the Dirac point of the top graphene layer. In Fig. 6.2 we show how
εF,bg and εF,tg change as a function of Vgate and Vbias, based on a simple electrostatic
model (see Appendix I).
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For small rotation angles, electrons will tunnel through the hBN slab also close the
KhBN = R(θhBN) · Kbg/ (1 + δ) point. Close to the KhBN point and neglecting the
dispersion with the in-plane momentum of the hBN bands, we write

HhBN =
N∑
`=1

∑
k′′,τ

ψ†k′′τ ,`,hBN
·

[
EB + V` 0

0 EN + V`

]
·ψk′′τ ,,`,hBN

+

N−1∑
`=1

∑
k′′,τ

ψ†k′′τ ,`+1,hBN ·

[
0 −t⊥
−t⊥ 0

]
·ψ†k′′τ ,`,hBN + h.c, (6.63)

where ψ†k′′τ ,`,hBN =
[
ψ†k′′τ ,B`,hBN

ψ†k′′τ ,N`,hBN

]
is a vector of creation operators in the

boron (B) and nitrogen (N) sites in the `th hBN monolayer, with crystal momentum
k′′ measured from τKhBN, EB and EN are the on-site energies at the boron and ni-
trogen sites (measured with respect to the Dirac points of graphene in the absence of
any applied voltages), t⊥ is an intralayer hopping integral. Typical values for these
quantities are given by EB ' 3.33 eV, EN ' −1.49 eV [224] and t⊥ ' 0.32 eV [223]. V`
is the applied voltage induced on-site energy. Due to the large energy offset between
graphene and hBN sites, the charge accumulated in the hBN layers will be negligible.
In this case, using a simple electrostatic calculation, we obtain (see Appendix J)

V` = −εF,bg −
`

N + 1
(εF,tg + eVbias) . (6.64)

We assume that the bottom graphene layer only couples to the ` = 1 hBN layer and
top graphene layer only couples to the ` = N layer.
We write the coupling Hamiltonians ThBN,tg/bg = T †tg/bg,hBN in the form of Eqs. (6.50)

and (6.53) specialized to the case of graphene and hBN with a small rotation an-
gle and considering only the three most relevant processes. Let us first focus on the
coupling between the bottom graphene and the hBN slab (the bottom graphene cou-
ples to the ` = 1 hBN monolayer). In Eq. (6.53), we assume that the hopping in-
tegrals t(1hBN,bg)

a,b (k + Gm,bg) are weakly dependent on momentum and, since we are

interested in states close to the ±Kbg point, we approximate t(1hBN,bg)
a,b (k + Gm,bg) '

t
(1hBN,bg)
a,b (±Kbg + Gm,bg). The three processes with smallest, and equal, |±Kbg + Gm,bg|
are the ones with (see Fig. 6.1(c))

G0,bg = 0, (6.65)
G1,bg = ±b2,bg, (6.66)
G2,bg = ∓b1,bg. (6.67)

Notice that the these three ±Kbg + Gm,bg are nothing more than the three equivalent
(for an isolated graphene layer) Dirac points of the bottom graphene. According to
the generalized umklapp condition Eq. (6.54), the states of bottom graphene with
momentum k will couple to states in the boron nitride with momentum

k′ = k + Gn,bg −Gm,hBN. (6.68)

For small rotation angles, the states with smallest |k′ + Gm,hBN| are obtained for n = m
with

G0,hBN = 0, (6.69)
G1,hBN = ±b2,hBN, (6.70)
G2,hBN = ∓b1,hBN, (6.71)
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such that the most relevant are the ones where the momentum in the hBN layer is
given by

k′ = k + τgbg
n , (6.72)

with the vector gbg
n given by

gbg
0 = 0, (6.73)

gbg
1 = b2,bg − b2,hBN, (6.74)

gbg
2 = −b1,bg + b1,hBN. (6.75)

Since all the distances |±Kbg + Gn,bg| are the same we omit the momentum depen-
dence of ta,b and also suppress indice (1hBN, bg). With these approximations and
considering only the three processes given by Eqs. (6.73)-(6.75), the coupling Hamilto-
nian, Eqs. (6.50) and (6.53), between the bottom graphene and the hBN slab reduces
to

ThBN,bg = −
∑
k,τ,n

[
ψ†
kτ+τgbgn ,B1,hBN

ψ†
kτ+τgbgn ,N1,hBN

]
·

·Rτn · T̂ ·R−τn ·

[
ψkτ ,A,bg

ψkτ ,B,bg

]
, (6.76)

where kτ is measured from τKbg with the matrices T̂ and Rn defined as

T̂ =

[
tB,C tB,C

tN,C tN,C

]
, (6.77)

Rn =

[
1 0

0 ein2π/3

]
. (6.78)

Typical values for the hoppings between the carbon and boron/nitrogen sites are given
by tB,C ' 0.432 eV and tN,C ' 0.29 eV [224]. In the derivation of Eq. (6.76), we have
used the fact that eiGn,bg·τA,bg = eiGn,hBN·τB1,hBN = 1, eiGn,bg·τB,bg = eiGn,hBN·τN1,hBN =
eim2π/3, where

τA,bg = 0, τB1,hBN = 0,

τB,bg =
a1,bg + a2,bg

3
, τN1,hBN =

a1,bg + a2,bg

3
,

are the sublattice vectors for the graphene and the ` = 1 hBN monolayer. Notice the
matrices Rn just perform a rotation of the graphene and hBN sublattice spinors. The
coupling Hamiltonian between the top graphene and the ` = N hBN layer, ThBN,tg, as
the same form as Eq. (6.76) just replacing bbg

n by btg
n , with

gtg
0 = 0, (6.79)

gtg
1 = b2,tg − b2,hBN, (6.80)

gtg
2 = −b1,tg + b1,hBN, (6.81)

and noticing that in the case when N is even it is also necessary to replace

Rτn →

[
eiτn2π/3 0

0 1

]
. (6.82)
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since in a hBN slab with AA′ and an even number of layer, the position of the boron and
nitrogen atoms in the last layer is flipped in comparison to the first layer. Hamiltonians
of the form of Eq. (6.76) have previously been used to study twisted graphene bilayers
[194, 225–227] and graphene–on–hBN structures [224, 228, 229].
Considering the three processes coupling the bottom graphene with hBN, in ThBN,bg,

and the three processes connecting hBN to the top graphene layer, in Ttg,hBN, there
are nine hBN mediated processes coupling the bottom graphene layer to the top one.
These nine processes couple a state from the bottom graphene layer with momentum k
(measured from τKbg) to states of the top graphene layer with momentum k + τQn,m

(measured from τKtg), with Qn,m given by

Qn,m = ∆Kb,t + gbg
n − gtg

m, n,m = 0, 1, 2. (6.83)

The processes with n 6= m involve transfer of momentum by the hBN lattice, while
processes with n = m do not. At zero magnetic field, the overall three-fold rotational
invariance of the graphene–hBN–graphene structure implies that these nine processes
can be organized in three groups of three, with processes in the same group being related
by 2π/3 rotations, therefore giving the same contribution to the vertical current. The
three groups are

{Q0,0, Q1,1, Q2,2} ,
{Q0,1, Q1,2, Q2,0} , (6.84)
{Q0,2, Q1,0, Q2,1} ,

with length of the vectors in each group being the same. For small rotation angles and
lattice mismatch, δ = ahBN/ag − 1, we have

|Q0,0|2

K2
g

' θ2
tg, (6.85)

|Q0,1|2

K2
g

' θ2
tg + 3

(
θ2
hBN + δ2 − θtgθhBN

)
+
√

3δθtg, (6.86)

|Q0,2|2

K2
g

' θ2
tg + 3

(
θ2
hBN + δ2 − θtgθhBN

)
−
√

3δθtg, (6.87)

with Kg = 4π/ (3ag) the length of Kbg.

6.5 coherent transport in graphene–hbn–graphene structures

As previously discussed in Section 6.2, when applying the NEGF formalism to meso-
scopic transport, one must make a distinction between the electrodes, which are as-
sumed to be non-interacting and in thermal equilibrium, and the central mesoscopic re-
gion. In a graphene–hBN–graphene device, one might be tempted to treat the graphene
layers as the electrodes. However, as also discussed in Section 6.2, in order to ob-
tain a steady state current, it is required that the electrodes are macroscopic with a
continuum of electronic states. Although the graphene layers do have a continuum
of states (for large enough samples), due to momentum conservation, the number of
states that can couple (efficiently) to a given Bloch state of hBN is finite. In this
situation, it seems to be safer to treat the graphene layers as part of the mesoscopic
device and to treat as electrodes the metallic contacts that are attached to graphene.
This is also the most convenient approach to include effects of interactions in the
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Figure 6.2: Computed Fermi levels for the bottom and top graphene layers as a function of bias
voltage for different gate voltages obtained using the electrostatic model described
in Appendix J. We assume that the graphene layers have no intrinsic doping and
that the graphene–hBN–graphene structure is separated from the Si bottom gate
by an hBN/SIO2 dielectric with thickness dhBN = 40 nm and dSiO2

= 285 nm,
and out-of-plane dielectric constants εSiO2

= 3.9 and εhBN = 5.09[184], respectively.
We assumed that the two graphene layers are separated by 4 monolayers of hBN,
corresponding to a distance between the graphene layers of d ' 1.6 nm.

graphene layers as we will see in the next section. In order to compute the coher-
ent vertical in the graphene–hBN–graphene device we use Eq. (6.29), with GR/A(ω)
the retarded/advanced Green’s function of the graphene–hBN–graphene device and
Γt/b(ω) the level width function due to the metallic contacts that are attached to the
top/bottom graphene layers. Notice that due to the Bloch diagonal structure of the
graphene–hBN–graphene structure, Eq. (6.59), we can write the matrix elements of the
Green’s function connecting the top and bottom graphene sites as[

GR(ω)
]
t,b = G0,R

tg (ω) · Ttg,bg(ω) ·G0,R
bg (ω), (6.88)[

GA(ω)
]
b,t = G0,A

bg (ω) · Tbg,tg(ω) ·G0,A
tg (ω), (6.89)

where G0,R/A
tg/bg are the retarded/advanced Green’s function of the top/bottom graphene

layers in the absence of graphene–hBN coupling (but taking into account the coupling
to the metallic contacts) and where we have defined the hBN mediated tunnelling
amplitudes

Ttg,bg(ω) = Ttg,hBN ·GR
hBN(ω) · ThBN,bg, (6.90)

Tbg,tg(ω) = Tbg,hBN ·GA
hBN(ω) · ThBN,tg, (6.91)

with GR/A
hBN the Green’s function of the hBN slab, which in general takes into account

its coupling to the graphene layers. Therefore, the transmission function Eq. (6.30) can
be written as

T (0)
t,b (ω) = Tr

[
G0,A

tg (ω) · Γt(ω) ·G0,R
tg (ω) · Ttg,bg(ω)·

·G0,R
bg (ω) · Γb(ω) ·G0,A

bg (ω) · Tbg,tg(ω)
]
. (6.92)
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Noticing that the Green’s functions G0,R/A
tg/bg only take into account the coupling of the

graphene layers to the metallic electrodes, we can use Eqs. (6.22) and (6.24) to write
the spectral function of the bottom and top graphene layers as

A0
tg/bg(ω) = G0,A

tg/bg(ω) · Γt/b(ω) ·G0,R
tg/bg(ω)

= G0,R
tg/bg(ω) · Γt/b(ω) ·G0,A

tg/bg(ω). (6.93)

The coherent transmission function Eq. (6.92) can thus be expressed as

T (0)
t,b (ω) = Tr

[
A0

tg(ω) · Ttg,bg(ω) ·A0
bg(ω) · Tbg,tg(ω)

]
. (6.94)

The coherent contribution to the vertical current is given by Eq. (6.29) with trans-
mission function given by the above equation and with the occupation factors given
by fb(ω) = f(ω) and ft(ω) = f(ω + eVbias). This is the expression for the current
that would be directly obtained if we had treated the graphene layers as the electrodes
(taking into account their coupling to the metallic contacts), in which case the level
width functions entering Eq. (6.30) would be given by Γb = ThBN,bg · A0

bg · ThBN,bg
and Γt = ThBN,tg ·A0

tg · ThBN,tg. As such, we have proved that in the non-interacting
case, treating graphene as part of the mesoscopic region or as a part of the electrodes
is inconsequential. We will leave the discussion for the interacting case for the next
section.
In order to make analytical progress, we will employ the wide-band limit for the

metallic contacts, which amounts to neglecting any frequency dependence of Γt/b and
writing Σ

R/A
t/b = ±iΓt/b, which in general is a good approximation for metals, and

assuming that the contacts couple equally to all graphene states, not spoiling translation
invariance, that is

Γt/b(ω) = Γt/bItg/bg, (6.95)

where Itg/bg is the identity operator in top/bottom graphene subspace. We expect that
this last approximation will work well for devices in which the metallic contacts are
deposited on a small region of the graphene sample (but might fail drastically when
a significant portion of the graphene layers are contacted to the metal). Within these
approximations, the only effect of the metallic contacts is to introduce a broadening
factor of γtg/bg = Γt/b/2 in the Green’s function of the bottom/top graphene layer,
which in the terms of graphene eigenstates reads

A0
tg/bg,k,τ,λ(ωtg/bg) =

2γtg/bg(
ωtg/bg − λvF~ |k|

)2
+ γ2

tg/bg

, (6.96)

where λ = ±1 is the band index and we have written ωbg = ω + εF,bg and ωtg =
ω + εF,tg + eVbias, which correspond to energies measured from the position of the
Dirac point in the bottom and top graphene layers, respectively. We will now write
T (0)
t,b (ω) more explicitly. Using the graphene–hBN coupling Hamiltonian Eq. (6.76), the

transmission function can be written using the Bloch momentum basis as

T (0)
t,b (ω) =

∑
k,λ,λ′
n,m,τ

∣∣∣tg 〈k + τQn,m, τ, λ
′∣∣Ttg,bg(ω) |k, τ, λ〉bg

∣∣∣2×
×A0

tg,k+τQn,m,τ,λ′
(ωtg)A

0
bg,k,τ,λ(ωbg) (6.97)
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Figure 6.3: Tunnelling density of states in a graphene–hBN–graphene vertical structure as
a function of energy measured from the midpoint between the two graphene layer
Dirac points, TDoSn,m(ω, εn,m) Eq. (6.105). We consider rotation angles of θtg = 1º
and θhBN = 1.5º at zero magnetic field. The solid red line shows the tunnelling
density of states if the wavefunction overlap factors Υ

B/T,n
k,λ in Eq. (6.103) are set

to one. A constant broadening factor of γ = 2.5 × vF~ |Qn,m| × 10−3 was used in
all plots.
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with the sum over n,m ranging from 0 to 2. The effective tunnelling probability can
be written as∣∣∣tg 〈k + Qn,m, τ, λ

′∣∣T tg,bg(ω) |k, τ, λ〉bg
∣∣∣2 = Υbg,n

k,τ,λΥtg,m
k+τQn,m,τ,λ

∣∣∣T (0)
n,m(ω)

∣∣∣2 , (6.98)

where we have introduced the graphene wavefunction overlap factors

Υ
tg/bg,n
k,τ,λ =

1

2

∣∣∣1 + λτei(τθk,tg/bg−n2π/3)
∣∣∣2

= 1 + τλk̂ · K̂bg/tg,n, (6.99)

with Kbg/tg,n = R (n2π/3) ·Kbg/tg, and we introduced the tunnelling amplitude

T (0)
n,m(ω) =

1

2
tr
{
T̂ † ·Rτm ·

[
GR

hBN(ω)
]
N ,1 ·R−τn · T̂

}
, (6.100)

with the trace being performed over the sublattice degrees of freedom. In the case where
there is an even number of hBN monolayers, Rτm must be replaced as in Eq. (6.82).
Since hBN is a large gap insulator, it is a good approximation to neglect the frequency
dependence of GR/A

hBN. In that case and to lowest order in the interlayer hopping, t⊥,
we obtain

∣∣∣T (0)
n,m

∣∣∣2 ' ( t2⊥
EBEN

)N−1

×

×

4
t2B,Ct

2
N,C

EBEN
cos2

(
π
3 (n−m)

)
, N is even

t4B,C
E2
B

+
t4N,C
E2
N

+ 2
t2B,Ct

2
N,C

EBEN
cos
(

2π
3 (n−m)

)
, N is odd

(6.101)

Notice that in Eq. (6.97) both valleys give the same contribution, which can be seen by
making a simultaneous change τ → −τ and k → −k. The transmission function can
then be written as

T (0)
t,b (ω) = Agsgv

3∑
n,m=0

∣∣∣T (0)
n,m

∣∣∣2 TDoSn,m(ωbg, ωtg) (6.102)

where A is the area of the device, gs = gv = 2 are the spin and valley degeneracies, and
we have defined the tunnelling density of states as

TDoSn,m(ωbg, ωtg) =
∑

λ,λ′=±1

∫
d2k

(2π)2 Υbg,n
k,λ Υtg,m

k+Qn,m,λ′
×

×A0
bg,k,λ(ωbg)A

0
tg,k+Qn,m,λ′

(ωtg), (6.103)

which only depends on the graphene’s dispersion relation and wavefunctions (for sim-
plicity we have dropped the valley index τ). An analytic expression for Eq. 6.103 is
provided in Appendix J.

6.5.1 Results

Tunnelling in a graphene–hBN–graphene structure is controlled both by energy-momentum
conservation, encoded in TDoSn,m(ωbg, ωtg), and by Pauli’s exclusion principle, encoded
in f(ω)−f(ω+eVbias). The constrains imposed by energy-momentum conservation can
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Figure 6.4: Schematic representation of the constrains imposed by energy-momentum conserva-
tion and Pauli’s exclusion principle on the vertical current. The two cones represent
the electronic dispersion relation for the graphene layers, with the shadowed regions
representing the electronic filling. Energy-momentum conservation is only satisfied
when the two shifted Dirac cones intersect. The dashed arrows represent the energy
windows where this occurs. The following cases are represented: (a) Only intra-
band processes are possible, εn,m < 1, these are however Pauli blocked or there
are no states available. Therefore in the low temperature limit, no vertical cur-
rent flows. (b) Threshold bias voltage above which intraband processes satisfying
energy-momentum conservation appear in the energy window where tunnelling is
allowed by the electronic occupation factors. (c) Condition which corresponds to
the occurrence of a peak in the current, when εn,m = 1, when both intraband and
interband processes are allowed. (d) If one further increases the bias voltage, only
interband tunnelling, εn,m > 1, becomes possible and the current decreases.
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Figure 6.5: I-V curves for vertical current in a graphene–hBN–graphene device with 4 layers
of hBN for rotation angles of θtg = 1º and θhBN = 1.5º at gate voltage Vgate = 0,
for two different temperatures. The solid red line indicates the current due to all
the 9 processes coupling both graphene layers, for graphene electrons, while the
dashed black lines represents the total current for scalar electrons (by setting the
wavefunction factors Υ

bg/tg,n
k,λ to 1). The remaining lines represent the contributions

to the current arising from processes involving different Qn,m (taking into account
the relations imposed by 3-fold rotational invariance, Eq. 6.84). The dashed vertical
lines labelled by (n,m)± mark the bias voltages when the condition εF,tg + eVbias−
εF,bg = ±vF~ |Qn,m| is satisfied. Notice that while for scalar electrons all the
expected peaks in the current are present, for Dirac electrons some of them are
absent. Is is due to the suppression by the Υ

bg/tg,n
k,λ factors. (A constant broadening

factor of γ = 2.5 meV was used.)
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be understood considering that the Dirac cones of the bottom and top graphene layers
are shifted in energy by a value of εF,tg + eVbias − εF,bg and in momentum by a value
of |Qn,m|, see Fig. 6.4. The intersection of the shifted cones allows us to visualize the
states which respect energy-momentum conservation[53]. Whenever the bias voltage is
tuned such that

εF,tg + eVbias − εF,bg = ±vF~ |Qn,m| , (6.104)

there is a maximum overlap of the Dirac cones and a peak in the current occurs. This
can also be seen in the plot forTDoSn,m(ωbg, ωtg) as a function of the energy measured
from the midpoint between the Dirac points of the two layers,

TDoSn,m(ω, εn,m) = TDoSn,m(ω+εn,mvF~ |Qn,m| /2, ω−εn,mvF~ |Qn,m| /2), (6.105)

with εn,m defined as

εn,m =
εF,tg + eVbias − εF,bg

vF~ |Qn,m|
, (6.106)

as shown in Fig. 6.3. For ε2
n,m < 1, the tunnelling is due to intraband processes (from

the conduction/valence band of the bottom graphene into the conduction/valence band
of the top graphene), going to zero in the pristine limit for ω2 < (vF~)2 |Qn,m|2 /4. For
ε2
n,m > 1, the tunnelling is due to interband processes (from the conduction/valence
band of the bottom graphene layer to the valence/conduction band of the top graphene
layer), being zero in the pristine limit for ω2 > (vF~)2 |Qn,m|2 /4. For ε2

n,m = 1, the
quantity TDoSn,m(ω, εn,m) diverges in the pristine limit for any value of ω. This di-
vergence in TDoSn,m(ωbg, ωtg) leads to a divergence in the vertical current, which is
made finite with the introduction of a finite electronic lifetime [52, 53]. Since processes
involving different Qn,m’s correspond to a different effective separation between the
Dirac cones of both graphene layers in reciprocal space, one expects the occurrence of
multiple peaks in the I-V curve, followed by regions of negative differential conductance.
This is indeed the case as shown in Fig. 6.5. According to the discussion of Section 6.4,
from the nine processes coupling the two graphene layers, only three are independent.
Therefore, based only on energy-momentum conservation, one would expect the occur-
rence of three peaks in the I-V curve for positive bias voltage and another three for
negative bias. However, in Fig. 6.5 only two peaks are displayed, with those correspond-
ing to the situations with ε0,1 = +1 and ε0,2 = −1 being absent. The reason for the
suppression of these peaks is due to the spinorial structure of graphene electronic wave-
functions, which is encoded in the overlap factors Υ

bg/tg,n
k,λ , that appear in Eq. (6.103).

As seen in Fig. 6.3, these overlap factors can severely suppress the value of TDoSn,m
close to εn,m = ±1 and, consequently, suppress the height of the peaks in the I-V curve.
The effect of the overlap factors is also represented in Fig. 6.5, where it is also shown
the current that would be obtained if one would set Υ

bg/tg,n
k,λ = 1 in (6.103) (see also

Eq J.23 in Appendix J), displaying the three peaks expected purely by kinematic con-
siderations. Tunnelling processes, which satisfy energy-momentum conservation, can
only contribute to the current if these lie in an energy window between the zero of
energy and the bias voltage, as presented in Fig. 6.4. The condition for which processes
allowed by energy-momentum conservation become allowed by the occupation factors
occurs in the limit of zero temperature when, see Fig. 6.4.(b),

εF,tg ± eVbias + εF,bg = ±1

2
vF~ |Qn,m| . (6.107)
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Figure 6.6: Density plot of the current (on the left) and of its second derivative with respect
to Vbias (on the right) as a function of Vbias and Vgate at T = 10 K, for a device
with 4 hBN layers and rotation angles of θtg = 1◦ and θhBN = 1.5◦. In the current
plot are also shown the lines defined by the conditions: εF,tg/bg = 0, the solid
purple/red line; εF,tg + eVbias − εF,bg = ±vF~ |Qn,m| (Eq. (6.104)) for n = 0 and
m = 0, 1, 2, respectively, the blue, green and yellow solid lines; εF,tg ± eVbias +
εF,bg = ±vF~ |Qn,m| /2 (Eq. (6.107)) for n = 0 and m = 0, 1, 2, the blue, green
and yellow dashed lines. A constant broadening factor of γ = 2.5 meV was used.

This explains the occurrence of the plateau with nearly zero current observed at low
temperature in Fig. 6.5, and gives origin to the features in the d2I/dV 2

bias as a function of
applied bias and gate voltages as seen in the density plot of Fig. 6.6 (also highlighted by
the dashed guidelines). At higher temperatures, all these sharp features tend to vanish,
as the Fermi-Dirac occupation factors become smoother functions of the energy.
By applying an in-plane magnetic field, the threefold rotational invariance of the

graphene–hBN–graphene structure is broken, and therefore, the processes correspond-
ing to the different groups in Eq. (6.84) will contribute differently to the current. In
this case, we expect that each peak in the I-V curve, that appeared in the case with no
applied magnetic field, will split into three. An in-plane magnetic field of the form B =
B (cosφB, sinφB, 0) can be described by the vector potential A = Bz (sinφB,− cosφB).
Neglecting the momentum dependence of HhBN, the effect of the in-plane magnetic field
reduces to an additional transference of momentum to the tunnelling electrons, which
is encoded in a shift in the Qn,m vectors [52, 53, 230–232]

Qn,m →Qn,m +
eBd

~
(sinφB,− cosφB) . (6.108)

The splitting of the peaks with the in-plane magnetic field in the I-V curve is shown
in Fig. 6.7, where it is also shown the effect of an increase in the electronic broadening
factor. It is important to notice that the position of the peaks in the I-V curve is very
sensitive on the relative rotation angles between the graphene layers and the graphene
layers and the hBN slab. This is also clearly shown in Fig. 6.7. As shown, for a
fixed angle of θtg = 1◦, changing θhBN from 1.5◦ to 3◦ moves the peaks that involve
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transference of momentum by the hBN crystalline structure (with n 6= m) from a bias
voltage of ∼ 1 V to bias voltages & 1.5 V .

Finally, we comment on the possible effect of the hBN in the electronic structure
of graphene. Due to generalized umklapp processes, the crystal momentum of an
electron in a graphene layer that is in contact with an hBN layer is no longer con-
served. If as before we consider only processes involving reciprocal lattice vectors
of smallest length, than graphene states that are connect by vectors given by gbg

1/2

(Eqs. (6.74) and (6.75)), for the bottom graphene layer, or gtg
1/2 ((6.80) and (6.81)),

for the top graphene layer, will couple to each other. In a nearly free electron model,
this means that states with energies of the order of ±vF~

∣∣∣gbg/tg
1/2

∣∣∣ /2 (with
∣∣∣gbg/tg

1/2

∣∣∣ '
4π
√
δ2 +

(
θbg/tg − θhBN

)2
/(
√

3ag) for small rotation angles and lattice mismatch) will
have a strong reconstruction of the spectrum [196–201]. These effects would modify
the terms Htg (Eq. (6.61)) and Hbg (Eq. (6.60)) in the Hamiltonian of Eq. (6.59). We
have disregarded such reconstruction effects in our model. As we have seen in Fig. 6.7,
the additional peaks in the current enabled by the transference of momentum by the
hBN lattice, only appear for reasonable values of the bias voltage for small twist an-
gles between the graphene layers and hBN slab. It is precisely in this case that the
spectrum reconstruction of the graphene becomes important at low energy. The effect
of this reconstruction should impact not only the peaks that involve transference of
momentum by the hBN lattice (n 6= m), but also the ones that do not (n = m). In this
situation one can question the validity of neglecting reconstruction effects. However,
we argue that the possible reconstruction of the graphene dispersion relation should
not affect in a profound way the occurrence of peaks and NDC in the I-V curves of
graphene–hBN–graphene devices. The energy width, ∆, where the reconstruction of
the linear dispersion relation of graphene is significant is of the order of the tens or
in the worst case a few hundreds of meV [197, 233], while the total energy window of
states that contribute to the current is, at low temperatures, of the width of ∼ eVbias.
Provided the condition eVbias � ∆ is satisfied (see Fig. 6.8), we expect that the effect
of the graphene dispersion relation reconstruction will be negligible, and apart from
a possible reduction of the height of the peaks, should not affect the current in any
drastic way.

6.6 effect of scattering

6.6.1 Disorder scattering in the graphene layers

The effect of disorder in the vertical current of a graphene–hBN–graphene device can be
simply studied by performing disorder averages of the Landauer formula Eq. (6.29) (an
alternative approach where the disorder averaging is treated as an effective interaction
is done in the next subsection). Considering only disorder in the graphene layers and
assuming that disorder does not establish any correlations between the two graphene
layers or between the graphene layers and the hBN slab, the disorder averaged current
is given by

I
(coh)
t→b = −e

∫
dω

2π
(ft(ω)− fb(ω))Tr

[
G0,A

tg (ω) · Γt(ω) ·G0,R
tg (ω)·

·Ttg,bg(ω) ·G0,R
bg (ω) · Γb(ω) ·G0,A

bg (ω) · Tbg,tg(ω)
]
, (6.109)
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Figure 6.7: I-V curves at Vgate = 0 and T = 300 K in a graphene–hBN–graphene device with 4
layers of hBN. (Left) For different values and orientation of the in-plane magnetic
field and electronic broadening factor and fixed θtg = 1◦ and θhBN = 1.5◦. The
vertical lines, labelled by (n,m)±, mark the bias voltages for which εn,m = ±1.
Notice how the applied magnetic field leads to a splitting of the peaks that occur
at zero magnetic field. As the broadening factor is increased, the peaks become
less resolved. (Right) For different rotation angles between the top and bottom
graphene layers, and the hBN slab and the bottom graphene layer. The black
dashed line marks the bias voltage when ε0,0 = ±1 (a condition that is independent
of θhBN). The remaining vertical lines mark the bias voltages when εn,m = ±1 for
n 6= m for different values θhBN (the colour and type of line match the ones used
in the plots). A value of γtg/bg = 2.5 meV was used.
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Figure 6.8: Diagram representing the regions with possible reconstruction of the graphene Dirac
spectrum due to the presence of hBN, when εn,m = ±1. The red bars represent
the position in energy of the regions, with width ∆, where graphene’s spectrum is
significantly reconstructed.

where the bar represents disordered averaging. Notice that before performing the disor-
der averaging we have that by Eqs. (6.22) and (6.24)G0,A

tg (ω) ·Γt(ω) ·G0,R
tg (ω) = A0

tg(ω)

and G0,R
bg (ω) ·Γb(ω) ·G0,A

bg (ω) = A0
bg(ω) even in the presence of a disorder potential in

the graphene layers. Therefore, under the previous considerations, the vertical current
in the presence of disorder in the graphene layers is just given by

I
(coh)
t→b = e

∫
dω

2π
(f(ω)− f(ω + eVbias))×

× Tr
[
A0

tg(ω) · Ttg,bg(ω) ·A0
bg(ω) · Tbg,tg(ω)

]
, (6.110)

where A0
tg/bg(ω) are the disorder averaged spectral functions, which can be obtained

from A0
tg/bg(ω) = i

(
G0,R

tg/bg(ω)−G0,A
tg/bg(ω)

)
. This is the result that would be immedi-

ately obtained if we treated the disordered graphene layers as forming the electrodes.
The previous result can also be obtained without using Eqs. (6.22) and (6.24), but

performing instead the average of the product of Green’s functions that appears in
Eq. (6.109). This approach will be more convoluted, but will provide guidance for
when we turn or attention to the case of scattering by graphene phonons, when the
current is given by a sum of the Landauer formula, Eq. (6.29), and incoherent processes,
Eq. (6.31). In the presence of disorder, the average of the product of two Green’s
functions is not just the product of the averages, as correlations are established between
the two quantities by the averaging process. Employing a notation where in-coming
particles are represented by a lower index and out-going particles are described by an
upper index, see also Appendix H, the average of the product of an advanced and
retarded Green’s function can be expressed as

[G0,A]ab Γbc [GR,0]cd =
[
G0,A

]a
b
Γbc

[
G0,R

]c
d

+

+
[
G0,A

]a
a′

Λa
′ c′ ′
b′ d′

[
GAR2

]b′ c
b c′

Γbc

[
G0,R

]d′
d
, (6.111)
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Figure 6.9: Diagrammatic representation of the Bethe-Salpeter equation, Eq. (6.113), in the
T-matrix an non-crossing approximations.

where the equation is valid for both the top and bottom graphene layer and all quantities
are evaluated at the same frequency and for that reason we drop the frequency argument
and the layer index. In the previous equation the first term is just the product of the
average and the second term includes the corrections to this: vertex corrections. We
introduced [

GAR2

]a c
b d

=
[
G0,A

]a
b

[
G0,R

]c
d
, (6.112)

and introduced the 4-point function Λa cb d, which obeys a Bethe-Salpeter equation (see
Fig. (6.9))

Λa cb d = Ua cb d + Λa
′ c
b d′
[
GAR2

]b′ d′

a′ c′
Ua c′

b′ d , (6.113)

where Ua cb d is an irreducible 4-point vertex. In order to make progress we will focus on
the case of resonant impurities, such as vacancies, which we model as a δ-like potential
of strength u and diagonal in the sublattice degrees of freedom. We focus on this kind
of impurities for the possibility of analytical progress and due to the fact that this
impurity model correctly predicts a graphene transport lifetime that is proportional to
the Fermi energy, τtr ∝ εF [174].
Short range disorder can give rise to resonances, which are not captured when treating

disorder correlations within a Gaussian approximation [234]. A way to overcome this
is to employ the T-matrix approximation, which, in the low impurity concentration,
correctly describes multiple scattering events evolving the same impurity. In order
to solve the Bethe-Salpeter equation, we must first compute the impurity averaged
Green’s functions. Using the T-matrix approximation for resonant impurities, within
the non-crossing or self-consistent Born approximation, the Dyson equation for the
Green’s functions (in a sublattice and Bloch basis) for a graphene layer (disconnected
from hBN) reads

G0,R
k (ω) = G0,R

k (ω) +G0,R
k (ω) ·ΣR

SCBA(ω) ·G0,R
k (ω), (6.114)

where the matrices here have indices in the sublattice space, G0,R
k (ω) is the disorder

free Green’s function and the self-energy due to resonant impurities is momentum
independent and is given by

ΣR
SCBA(ω) = nimpT

R
imp(ω)I. (6.115)

In this expression, nimp is the impurity concentration (number of impurities per unit
cell), I the identity in sublattice basis and

TRimp(ω) =
u

1− uGR1 (ω)
=

u→∞
− 1

GR1 (ω)
, (6.116)
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where we have taken the limit u→∞ in order to describe vacancies and defined GR1 (ω)
as the on-site Green’s function of sublattice A (or B)

GR1 (ω) =

∫
d2k

(2π)2

[
G0,R

k (ω)
]A

A
. (6.117)

In the Dirac cone approximation, we have[
G0,R

k (ω)
]a
b

=
∑
λ=±1

δab + λk̂ · σab
ω − λvF~ |k|+ iγc − ΣR

SCBA(ω)
, (6.118)

with a and b indices running over the A and B sublattice sites, γ`is the lifetime induced
by the metallic contact (` =tg/bg). Splitting the self-energy in real and imaginary parts
ΣR
imp(ω) = Σimp(ω) − iγimp(ω) and using the fact that it is momentum independent,

the integration in Eq. (6.117) can be performed analytic leading to

GR1 (ω) =
g1 (ω − Σimp(ω), γimp(ω) + γ`)

4π (vF~)2

− ig2 (ω − Σimp(ω), γimp(ω) + γ`)

4π (vF~)2 , (6.119)

where the functions g1 and g2 are given by

g1(ω, η) = −ω
2

[
log

(
(ΛE − ω)2 + η2

ω2 + η2

)
+ (ω → −ω)

]

+η

[
arctan

(
ΛE − ω

η

)
+ arctan

(
ω

η

)
− (ω → −ω)

]
(6.120)

g2(ω, η) =
η

2

[
log

(
(ΛE − ω)2 + η2

ω2 + η2

)
+ (ω → −ω)

]

+ω

[
arctan

(
ΛE − ω

η

)
+ arctan

(
ω

η

)
− (ω → −ω)

]
(6.121)

with ΛE ' vF~
(
4π/

(√
3a2

g
))1/2 a high energy cutoff. In terms of g1 and g2 the self-

energy is given by

Σimp(ω) = −4π (vF~)2 nimp
g1 (ω′, γ′)

g2
1 (ω′, γ′) + g2

2 (ω′, γ′)
, (6.122)

γimp(ω) = 4π (vF~)2 nimp
g2 (ω′, γ′)

g2
1 (ω′, γ′) + g2

2 (ω′, γ′)
. (6.123)

where we have writtenω′ = ω − Σimp(ω), γ′ = γ` + γimp(ω). Equations (6.120)-(6.123)
form system of equations that can be easily solved numerically. The solution for self-
energy is shown in Fig. 6.10.
We are now in a position to solve Eq. (6.113). Within the SCBA and T-matrix ap-

proximations, the 4-point irreducible vertex Ua cb d for resonant impurities is momentum
independent and given in the sublattice basis by

Ua cb d = nimp
∣∣TRimp(ω)

∣∣2 δabδcd. (6.124)
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Figure 6.10: Real and (minus) imaginary parts of the retarded self-energy for graphene electrons
due to resonant impurities treated within the SCBA, for two different impurity
concentrations (number of impurities per graphene unit cell).

The quantity
[
GAR2

]a c
b d

is also momentum independent and given by

[
GAR2

]a c
b d

=

∫
d2k

(2π)2

[
GAk

]a
b

[
GRk

]c
d
. (6.125)

The integration over momentum can be perform analytically, yielding[
GAR2

]a c
b d

= L1

(
ω′, γ′

)
δabδ

c
d + L2

(
ω′, γ′

) 1

2
σab · σcd, (6.126)

where

L1 (ω, η) =
1

8π (vF~)2

(
1

η
g2(ω, η) +

1

ω
g1(ω, η)

)
, (6.127)

L2 (ω, η) =
1

8π (vF~)2

(
1

η
g2(ω, η)− 1

ω
g1(ω, η)

)
. (6.128)

The Bethe-Salpeter equation for Λa cb d is now a simple problem of linear algebra. Solving
Eq. (6.113), yields the non-zero components of Λa cb d in the sublattice basis (omitting
frequency arguments)

ΛA A
A A =ΛB B

B B

=
nimp

∣∣TR∣∣2 (1− L1nimp
∣∣TR∣∣2)[

1− (L1 − L2)nimp |TR|2
] [

1− (L1 + L2)nimp |TR|2
] , (6.129)

ΛA B
B A =ΛB A

A B

=
L2n

2
imp
∣∣TR∣∣4[

1− (L1 − L2)nimp |TR|2
] [

1− (L1 + L2)nimp |TR|2
] , (6.130)

ΛA B
A B =ΛB A

B A =
nimp

∣∣TR∣∣2
1− L1nimp |TR|2

. (6.131)



150 vertical transport in van der waals structures

Using the fact that
[
GAR2

]b′ b
b c′

= (L1(ω) + L2(ω)) δb
′
c′, the vertex correction contribu-

tion in Eq. (6.111) can be written as

Λa
′ c′ ′
b′ d′

[
GAR2

]b′ c
b c′

=
nimp

∣∣TR∣∣2 (L1 + L2)

1− (L1 + L2)nimp |TR|2
δcb, (6.132)

Expressing TR and L1/2 in terms of g1 and g2, and using Eqs. (6.123) it can be seen
that the quantity (L1 + L2)nimp

∣∣TR∣∣2 can be written as the ratio

(L1 + L2)nimp
∣∣TR∣∣2 =

γimp

γimp + γ`
. (6.133)

Therefore, using the fact that Γab = δabγ`/2, Eq. (6.111) can be written as

γ`
2

[
G0,A

k

]a
b

[
GR,0k

]b
d

=
γ`
2

[
G0,A

k

]a
b

[
GR,0k

]b
d

+
γ`
2

γimp

γ`

[
G0,A

k

]a
b

[
GR,0k

]b
d

=
γc + γimp

2

[
G0,A

k

]a
b

[
GR,0k

]b
d
. (6.134)

If we now use Eqs. (6.22)-(6.24) we recover Eq. (6.110). It seems that we went through
a lot of work to obtain a trivial result. However, we will see in the next section that
vertical current in the presence of phonon scattering in the graphene layers, under the
same assumptions that interactions do not establish correlations between the graphene
layers and the hBN slab, is also described by an equation of the form of Eq. (6.110).
This is obtained by summing an infinite series of vertex corrections just as for the
solution of the Bethe-Salpeter equation within the SCBA.

6.6.2 Phonon scattering in the graphene layers

We now turn our attention to the effect of scattering by graphene phonons in the
vertical current. We will first only consider scattering in the bottom graphene layer,
but scattering in the top layer can be treated in the same way. Using Eq. (6.43) and
Eqs. (6.88)-(6.91), the n-phonon assisted transmission function can be written to lowest
order in the graphene–hBN coupling as

T (n)(s1,ζ1),...,(sn,ζn)
t,b (ω) ' Tr

[
Tbg,tg(ω) ·G0,A

tg (ω) · Γt(ω) ·G0,R
tg (ω) · Ttg,bg(ω)·

·G0,R
bg (ω) ·Mζ1 ·G

0,R
bg (ω − s1ωζ1) · ... ·Mζn ·

·G0,R
bg (ω − s1ωζ − snωζn) · Γb(ω − s1ωζ − snωζn) ·G0,A

bg (ω − s1ωζ − snωζn)·

·M †
ζn
· ... ·G0,A

bg (ω − s1ωζ1) ·M †
ζ1
·G0,A

bg (ω)
]
, (6.135)

where the 0 index means only that the graphene functions do not include effects of the
coupling to the hBN slab, but include electron-phonon scattering effects. In the follow-
ing we will drop this index. For now, we are ignoring the electron-phonon interaction
in the top graphene layer, and therefore we can write Abg(ω) = GA

tg(ω) ·Γt(ω) ·GR
tg(ω).

Using the fact that the equilibrium occupation factors satisfy the identity

1− f(ω − sΩ)

1− f(ω)
[−sb(−sΩ)] =

f(ω − sΩ)

f(ω)
sb(sΩ)

= s (1− f(ω − sΩ) + b(sΩ)) , (6.136)
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the occupation factors W (n)(s1,ζ1),...,(sn,ζn)
t,b (ω), Eq. (6.44), can be written in a recursive

form as

W
(n)(s1,ζ1),...,(sn,ζn)
t,b (ω) = W

(n−1)(s1,ζ1),...,(sn−1,ζn−1)
t,b (ω)×

×
(1− fb(ω − s1ωζ1 ...− snωζn))(

1− fb(ω − s1ωζ1 ...− sn−1ωζn−1)
) (−snb(−snωζn)) , (6.137)

with

W
(0)
t,b (ω) = ft(ω) (1− fb(ω))− (1− ft(ω)) fb(ω)

= ft(ω)− fb(ω). (6.138)

Using the phonon assisted transmission function given by Eq. (6.135) and the above
recurrence relation for the occupation factors, the sum of all the incoherent contribu-
tions due to electron-phonon interaction in the bottom graphene layer to the current
with the the contribution due to the coherent transmission function given by Eq. (6.92),
allows us to write the total current as

It→b =
e

~

∞∑
n=0

∫
dω

2π
(fb(ω)− ft (ω))×

× Tr
[
Atg(ω) · Ttg,bg(ω) ·A(n)

bg (ω) · Tbg,tg(ω)
]
, (6.139)

where the different factors A(n)
tg (ω) obey the recursion relation

A
(0)
bg (ω) = GR

bg(ω) · Γb(ω) ·GA
bg(ω), (6.140)

A
(n)
bg (ω) =

(1− fb(ω − snωζn))

(1− fb(ω))
(−snb(−snωζn))×

×GR
bg(ω) ·Mζn ·A

(n−1)
bg (ω − snωζn) ·M †

ζn
·GA

bg(ω), n > 0. (6.141)

This can be compared with the spectral function of the bottom graphene layer. Taking
into account the coupling of the bottom graphene layer to the bottom electrode and
the electron-phonon interaction, the spectral function for the bottom graphene layer
can be written as (Eq. (6.22))

Abg(ω) = GR
bg(ω) · (Γb(ω) + Γint(ω)) ·GA

bg(ω), (6.142)

where Γint(ω) is the decay rate due to the electron-phonon interaction. Assuming that
the bottom graphene is in equilibrium with the bottom electrode, we can write

G<
bg(ω) ' ifb(ω)Abg(ω), (6.143)

G>
bg(ω) ' −i (1− fb(ω))Abg(ω). (6.144)

Using this approximation, together with Eqs. (6.23) and (6.36), the decay rate due to
the electron phonon interaction can be written as

Γint(ω) '
∑
s,ζ

s (1− fb(ω − sωζ) + b(sωζ))Mζ ·Atg(ω − sωζ) ·M †
ζ . (6.145)

Inserting Eq. (6.145) into Eq. (6.142) and using the relation Eq. (6.136), we see that
Abg(ω) can be written as

Abg(ω) =
∞∑
n=0

A
(0)
bg (ω). (6.146)
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This argumentation can be repeated for scattering in the top graphene layer. There-
fore, the total vertical current tacking into account electron-phonon interactions in the
graphene layers is given by

It→b =
e

~

∫
dω

2π
(fb(ω)− ft (ω))×

× Tr [Atg(ω) · Ttg,bg(ω) ·Abg(ω) · Tbg,tg(ω)] , (6.147)

provided the graphene spectral functions include the effects of the electron-phonon
interaction. This is the same result that would be obtained if the graphene lay-
ers were treated as electrodes, being in thermal equilibrium. To lowest order in the
graphene–hBN coupling, Eq. (6.147) includes all the possible electron-phonon scattering
processes occurring in the graphene layers. To higher order in the graphene–hBN cou-
pling, Eq. (6.147) no longer includes all the possible contributions due to the electron-
phonon interaction in graphene, but only sums a subset of diagrams. As can be seen in
Fig. 6.11 diagrams where a graphene phonon propagator hopes over an hBN propagator
are not included in Eq. (6.147). If we go back to the original derivation of the Meir-
Wingreen formula in Section 6.2, we see that the electrodes can also be interacting,
provided contributions where an interaction line hops over the electrode–mesoscopic
region coupling are neglected. As such it is not surprising that we reobtain (6.147),
since we did the exact same approximation. However, we have learned a very impor-
tant lesson: Eq. (6.147) includes a subclass of tunnelling processes which are assisted
by the emission or absorption of real graphene phonons. This fact would not be clear
if we had treated the graphene layers as electrodes.
In order to study the effect scattering of graphene electrons close to the K point by

in-plane longitudinal and transverse optical phonons close to the Γ point and electrons
close to the K point, we assume that the lattice distortions lead to a local modulation
of the hopping integrals in a tight binding description of graphene [141]. The approach
is similar to the one employed in Section 4.3 for the case of scattering by acoustic
phonons. In the case of optical phonons, the displacement of the atoms is no longer
smooth at the atomic scale and therefore the difference in the atomic displacements
that occurs in change in bond length ∆`

(
R0
n,R

0
n + τc

)
, see Eq. (4.55),

∆`
(
R0
n,R

0
n + τc

)
=

√
(τc + ~uB (R0

n + τc)− ~uA (R0
n))2 − |τc| , (6.148)

cannot be approximated by derivative. Instead we write the change in bond length as

∆`
(
R0
n,R

0
n + τc

)
' τc
|τc|
·
[
~u
(
R0
n + τc

)
− ~u

(
R0
n

)]
=
∑
q

eiq·(R
0
n+τc/2) τc

|τc|
·
[
eiq·τc/2~uq,B − e−iq·τc/2~uq,A

]
. (6.149)

The displacement fields due to optical motion of the atoms can be written in terms of
creation, a†q,ζ , and annihilation, a−q,ζ , operators as

~uq,A/B =
∑

ζ=LO,TO

√
~

2ωq,ζmA/B

~ξ ζq,A/Bφq,ζ , (6.150)

where ωq,ζ is the phonon frequency, ~ξ ζq,A/B is a polarization vector, mA/Bis the mass

of the A/B atom (both carbon atoms in graphene) and φq,ζ =
(
a†−q,ζ + aq,ζ

)
is the
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Figure 6.11: Diagrammatic representation of the effect of scattering to the current. The dots
represent the level width functions due to the bottom and top external metallic
electrodes, the squares represent the graphene–hBN coupling, solid and dashed
lines represent, respectivelly, graphene and hBN electron propagators and wig-
gly lines represent phonon propagators. (a) Lowest order contribution in the
graphene–hBN coupling to the elastic current. (b) Contribution to lowest order
in the graphene–hBN coupling, involving multiple emission of phonons in the
graphene layers. These ladder diagrams are resumed by Eq. (6.147). (c) Diagram
contributing to the current in higher order in the graphene–hBN coupling, includ-
ing the renormalization of the top graphene layer Green’s function by phonons.
This kind of diagram can be captured in Eq. (6.147), provided the effect of coupling
to the graphene layers is included into GhBN. (d) Higher order diagrams in the
graphene–hBN coupling, including electron–phonon interaction in the graphene
layers, which cannot be captured by Eq. (6.147).
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phonon field operator. Focusing in phonon states close to the Γ point, we approximate
e±iq·τc/2 ' 1 in the factor between brackets of Eq. (6.149), and further approximate the
phonons as dispersionless ωq,ζ ' ω0,ζ . At the Γ point, the longitudinal and transverse
optical phonons of graphene (a non-polar material) are degenerate and we thus write
ω0,LO = ω0,TO = ωg

TO. The polarization vectors close to Γ are given by

~ξ
LO/TO
q,A '

√
µAB
mA

e‖/⊥,q, ~ξ
LO/TO
q,B ' −

√
µAB
mB

e‖/⊥,q, (6.151)

where e‖/⊥,q is a unit vector parallel/perpendicular to q and µ−1
AB = m−1

A + m−1
B is

the reduced mass of the optical mode. With these approximations, the electron-optical
phonon interaction Hamiltonian for graphene is given by

He-ph,g =
1√
Ng

∑
k,q

ζ=LO,TO

ψ†k+q,g ·Mq,ζ ·ψk,gφq,ζ , (6.152)

with the electron-phonon couplings given by

Mq,LO = −ggTOσy, Mq,TO = ggTOσx, (6.153)

with

ggTO = − ∂ log t

∂ log aCC

t

aCC

√
~

2µgω
g
TO

, (6.154)

with −∂ log t/∂ log aCC ' 3 (according to Harrison’s argument [153, 154]) describing
the change in the nearest neighbour hopping with the carbon-carbon distance aCC ,
µg = mC/2 is the reduced mass of the graphene optical mode, and ωg

TO is the frequency
of the optical longitudinal/transverse phonon mode. Assuming that the top/bottom
graphene layer is in equilibrium with the top/bottom electrode and to lowest order in
the electron-phonon interaction, the retarded electronic self-energy is given by

ΣR
ph(ω) = Acell

(
ggTO

)2 ∑
λ,s=±1

∫
d2k

(2π)2 s
1 + b(sωg

TO)− f (εk,λ − εF )

ω − εk,λ − sωg
TO + i0+

, (6.155)

being momentum independent for dispersionless phonons and diagonal in the graphene
sublattice basis. For pristine graphene, the imaginary part of the self-energy can be
computed analytically yielding

ImΣR
ph(ω) = −πAcell

(
ggTO

)2×
×
∑
s=±1

[
sb(sωg

ΓO)− f
(
ω + sωg

TO − εF
)] ∣∣ω + sωg

TO

∣∣
2π (vF~)2 , (6.156)

with ω and the Fermi energy, εF , both measured from the Dirac point. The real part
of the self-energy can be efficiently obtained using the Kramers-Kronig relation

ReΣR
ph(ω) = −

∫
dν

π

ImΣR
ph(ω − ν)− ImΣR

ph(ω + ν)

ν
. (6.157)

The computed self-energy is shown in Fig. 6.12.
Finally, we point out that the discussion from this section (and more generically the

discussion regarding the incoherent current in Section 6.2.1) provided an alternative
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Figure 6.12: Real and (minus) imaginary parts of the self-energy for graphene electrons due to
scattering by in-plane optical phonons for two different temperatures for doped
graphene with εF = 0.3 eV. The zero of energy corresponds to the Dirac point.
The dashed vertical line marks ω = εF and the dotted lines mark ω = εF ± ωg

TO.

approach for the treatment of disorder in the device to the one done in Section 6.6.1.
The effect of disorder can be obtained by setting the phonon frequency to zero, ωζ → 0,
dropping the summation over s (emission or absorption) and interpretingMζM

†
ζ as the

disorder correlator. The comparison of the approach of this section, with the approach
of Section 6.6.1 also justifies our earlier interpretation of the incoherent contribution
to the current as vertex correction.

6.6.3 Phonon scattering in the hBN slab

Now we focus on the effect of scattering by phonons in the hBN slab. We will restrict
ourselves to the case of tunnelling assisted by a single phonon. Tunnelling assisted by
multiple phonons can be included as discussed in Section 6.2.1. Writing the electron-
phonon interaction in the hBN slab as

He-ph,hBN =
1√
NhBN

∑
k,q,ζ

ψ†k+q,hBN ·Mq,ζ ·ψk,hBNφq,ζ , (6.158)

where
ψ†k,hBN =

[
ψ†k,B1,hBN, ψ

†
k,N1,hBN, ..., ψ

†
k,BN ,hBN, ψ

†
k,NN ,hBN

]
,

φq,ζ =
(
a†−q,ζ + aq,ζ

)
is the phonon field operator and NhBN is the number of unit cells

in the hBN slab. As previously, we focus on the case when the rotation angles between
the different layers are small and we only consider scattering by phonons close to the Γ
point of hBN, such that only states close to the Dirac points of each layer are involved.
According to Eq. (6.42) the contribution to the current assisted by one hBN phonon
can be written to lowest order in the graphene–hBN coupling as

I
(incoh,1)
t→b = − e

~NhBN

∑
k,λ,λ′
n,m

∑
q,ζ,s

∫
dω

2π
W

(1)(s,ζ)
t,b (ω)

∣∣∣T (1)(s,ζ)
n,m,k,q (ω)

∣∣∣2×
×Υbg,n

k,λ Υtg,m
k+Qn,m−q,λ′Abg,k−q,λ(ωbg − sωζ)Atg,k+Qn,m,λ′(ωtg) (6.159)
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where, similarly to Eq. (6.100), we have introduced the phonon assisted tunnelling
amplitude as

T
(1)(s,ζ)
n,m,k,q (ω) =

1

2
tr
{
T̂ † ·Rm

−p 2π
3

·

·
[
GR

hBN,k+gbgn
(ω) ·Mq,ζ ·GR

hBN,k+gbgn −q
(ω − sωζ)

]
N ,1
·Rn

2π
3

· T̂
}
. (6.160)

Neglecting the momentum and frequency dependence of GR
hBN and assuming disper-

sionless optical phonons, one can make a shift in the momentum variable q → k − k′,
such that the summation over k and k′ factorizes and we can write

I
(incoh,1)
t→b = AAcellgsgv

e

~
∑
n,m
ζ,s

∫
dω

2π

{
fb(ω − sωζ) [1− ft(ω)] sb(sωζ)

− ft(ω) [1− fb(ω − sωζ)] s [1 + b(sωζ)]
}
×

×
∣∣∣T (1)

n,m

∣∣∣2 DoSbg(ωbg − sωζ)DoStg(ωtg), (6.161)

where Acell is the area of the unit cell of hBN. In Eq. (6.161) for s = ±1 the first term
corresponds to a process involving the absorption/emission of a phonon while the second
term corresponds to a process involving the emission/absorption of a phonon. A similar
expression to Eq. (6.161), which treated the phonons as being at zero temperature and
therefore only includes processes corresponding to the spontaneous emission of phonons,
has also been presented (without derivation) in Ref. [210] and used to model vertical
current in graphene–hBN–graphene devices.
The exact form of T

(1)
n,m will depend on the actual electron-phonon couplings Mq,ζ

in Eq. (6.158). As an example we consider scattering by optical out-of-plane breathing
modes (ZB) close to the Γ point, with non-zero components of polarization vector, ~ξZB
given by

ξZB,a` =
(
ξzζ,B1, ξ

z
ζ,N1 , ξ

z
ζ,B2, ξ

z
ζ,N2, ....

)
=

√
µBN
N

(
1
√
mB

,
1
√
mN

,
−1
√
mB

,
−1
√
mN

, ....

)
, (6.162)

where µ−1
BN = m−1

B +m−1
N is the reduced mass of the hBN phonon mode. We model the

electron-phonon coupling for this mode in terms of a local change in the value of the
interlayer hoping parameter, t⊥, in Hamiltonian (6.63). Considering electrons close to
the K point and phonons close to the Γ point, the derivation of the electron-phonon
Hamiltonian follows the same steps as the discussion in the previous section. The
obtained electron-phonon Hamiltonian can be written in the form of Eq. (6.158), with
a momentum independent coupling constant which reads

MhBN
ZB =

ghBNZB√
N


0 σx

σx 0 −σx
−σx 0

. . .
. . . . . .

 , (6.163)

with the quantity ghBNZB given by

ghBNZB = − ∂ log t⊥
∂ log cBN

t⊥
cBN

√
~

2µBNω
hBN
ZB

(6.164)
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where cBN is the distance between consecutive hBN monolayers and ωhBN
ZB is the out-

of-plane breathing phonon frequency and, according to Harrison’s argument [153, 154],
−∂ log t⊥/∂ log cBN ' 3. For this electron-phonon interaction and for an even number
of hBN monolayers, we obtain to lowest order in t⊥ and neglecting the frequency and
momentum dependence of the hBN Green’s functions∣∣∣T (1)

n,m

∣∣∣2 ' (N − 1)2

N

∣∣∣∣ghBNZB
t⊥

∣∣∣∣2 ∣∣∣T (0)
n,m

∣∣∣2 , (6.165)

with
∣∣∣T (0)

n,m

∣∣∣2 given by Eq. (6.101).
We note in passing that, as we commented in Section (6.6.2), the elastic limit, ωζ → 0,

of Eq. (6.161) can also describe the effect of disorder. In the same way as dispersionless
phonons, short range disorder also leads to a complete degradation of momentum con-
servation. Therefore, in the case of elastic scattering by short range disorder, Eq. (6.161)
becomes,

I
(incoh,1-disorder)
t→b = AAcellgsgv

e

~
∑
ζ,s
n,m

∫
dω

2π
[fb(ω)− ft(ω)]×

×
∣∣∣T (1,disorder)

n,m

∣∣∣2 DoSbg(ωbg)DoStg(ωtg), (6.166)

with T
(1,disorder)
n,m a disorder assisted tunnelling amplitude. Although an expression of

the form of Eq. (6.166) was previously used to model vertical current in graphene–hBN–graphene
devices [48, 49], we emphasize that Eq. (6.166) only describes processes where there is a
complete degradation of in-plane momentum conservation. The complete degradation
of momentum conservation only occurs for scattering by dispersionless phonons or for
disorder with short distance correlation.

6.6.4 Results

We first study the effect of disorder and electron-phonon interaction in the graphene
layers. In Fig. 6.13 we show the vertical current as a function of bias voltage tak-
ing into account the effect of scattering of graphene electrons by resonant impurities
and graphene in-plane optical phonons, computed using Eq. (6.147) with the spectral
functions of the top and bottom graphene layers including the effects of disorder and
phonon scattering. For comparison, we also show the current computed using a con-
stant relaxation time. The main difference between modelling electron scattering with
a constant relaxation rate or considering scattering by resonant scatterers is that for
resonant scatterers the electron decay rate has a strong dependence in energy, behaving
as ω−1. Therefore, for higher bias voltages (when the graphene Fermi levels are higher),
the electron lifetime is larger. This is manifested in Fig. 6.13, where it is seen that with
a constant relaxation rate the second peak in the I-V current is considerably smaller
than the first one, while for resonant scatterers both peaks are roughly the same height.
Inclusion of phonon scattering makes the peak at higher bias voltage smaller again,
since the decay rate due to scattering by graphene in-plane optical phonons increases
with frequency. We also notice that inclusion of resonant disorder and phonons leads
to a small splitting of the peaks in the I-V current. This splitting is due to the real
part of the self-energy due to resonant scatterers and phonons. Apart from increasing
graphene electron’s decay rate, providing an additional broadening of peaks in the I-V
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Figure 6.13: I-V curves at constant Vgate = 0 in a graphene–hBN–graphene device with rota-
tions angles θtg = 1◦ and θhBN = 1.5◦, considering different sources of scattering in
the graphene layers: (RT) constant relaxation time of γ = 3 meV; (Imp) scattering
by resonant scatterers treated within the SCBA with an impurity concentration of
nimp = 10−4 impurities per graphene unit cell; (Imp+RT) scattering by resonant
scatterers and graphene in-plane optical phonons also with nimp = 10−4.
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current, phonons do not play a relevant role for the high bias I-V characteristics of a
graphene–hBN–graphene device. This changes if one focus on small biases.
At very low temperature, the spontaneous emission of optical phonons becomes pos-

sible whenever eVbias > ωOph, where ωOph is the optical phonon frequency, opening up
new tunnelling channels for electrons. Although for small electron-phonon coupling this
phonon assisted contribution to the current is small, the opening up of a new tunnelling
channel can be observed in the derivatives of the current with respect to the bias, as
can be seen in Fig. 6.14, which is computed summing the contribution of processes
involving the emission of hBN breathing phonons, Eq. (6.161), with the coherent con-
tribution to the current and processes involving the emission of real graphene phonons,
which are both captured by Eq. (6.147). The features in d2I/dV 2

bias are only significant
at low temperature, being smoothed out at higher temperatures due to the smearing
of the graphene Fermi occupation factors. We point out however, that the features due
to phonons are a small effect that can be overridden due to features in the coherent
current induced by the small rotation between different layers (shown in Fig. 6.6), even
if we treat the phonons as dispersionless leading to a complete degradation of electron
momentum conservation. In Fig. 6.14 only processes assisted by the emission of a single
phonon where considered. Tunnelling assisted by the emission of more phonons could
be included by computing the graphene self-energy due to phonons, Eq. (6.155), to
higher order in the electron-phonon interaction and including more terms of the form
of Eq. (6.42) due to the electron-phonon interaction in the hBN slab. Tunnelling as-
sisted by multiple phonons would open up new scattering channels when nωOph > Vbias,
where n is the number of emitted phonons. These new channels would manifest them-
selves as additional peaks in d2I/dV 2

bias at low temperature, but would be suppressed
by higher powers of the electron-phonon coupling.

6.7 conclusions

In this chapter, we have studied the vertical current-voltage characteristics in vdW
structures. In vdW structures, the atomically sharp nature of the interfaces between the
different layers makes momentum conservation rules essential to understand their elec-
tronic properties, which will depend sensitively on the lattice mismatch and misalign-
ment between different layers. This additional degree of freedom can be exploited to
control the properties of the structures. We have focused on graphene–hBN–graphene
structures and on how small crystallographic misalignment between the different lay-
ers of this structure affect its I-V characteristics. The misalignment between the two
graphene layers leads to an effective shift in the Dirac cones of the two graphene lay-
ers in momentum space. This momentum shift in conjunction with a energy shift of
the Dirac cones, due to applied gate voltages, can lead to the occurrence of peaks in
the I-V characteristics, which are followed by regions displaying NDC [52, 53]. We
have seen how the transference of momentum by the hBN crystalline structure to the
tunnelling electrons gives origin to additional peaks in the I-V characteristics of this
device, and therefore to multiple regions displaying NDC. These additional peaks are
however extremely sensitive to the rotation angle between the graphene layers and the
hBN slab, and rotational angles as small as 3◦ can already push these additional peaks
to bias voltages higher than 1.5 V. Therefore, the observation of multiple NDC in
graphene–hBN–graphene devices requires a control of the rotational angle between the
different layers with a precision of . 1◦, something which is within experimental reach
[52, 201, 237]. We point out that the development of devices displaying multiple NDC
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Figure 6.14: I-V curve and d2I/dV 2
bias as a function of bias voltages at a constant Vgate = 10 V

for different temperatures and for rotation angles θtg = 2◦ and θhBN = 3◦, includ-
ing effects of scattering by out-of-plane breathing phonons of hBN, ωhBN

ZB = 15
meV[235], and of the in-plane graphene phonons, ωg

ΓO = 196 meV[236] (repre-
sented by the vertical dashed lines). Processes involving spontaneous emission of
phonons open up new tunnelling channels that appear as peaks in d2I/dV 2

bias at
low temperature. The inset zooms in the small peak due to the hBN out-of-planes
breathing phonon. We point out that the feature that occurs around Vbias ∼ 0.1
V is not due to phonons, but due to the tunnelling density of states structure.
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regions is relevant for the development of multivalued logic devices [238, 239], which
might be a possible future application of vdW structures.
On a more theoretical level, we have also analysed the effect of treating graphene

as being the source and drain electrodes of the graphene–hBN–graphene device, or by
treating them as part of the device and taking the source and drain electrodes to be
the external metallic contacts. We have seen that, provided the metallic contacts do
not significantly spoil translation invariance of graphene (as expected if the contact is
deposited only over a small region of the graphene layer) and in the non-interacting
case, both approaches are equivalent. In the presence of interactions both approaches
are equivalent to lowest order in the graphene–hBN coupling.
Finally, we have studied, in a unified way, the effect of electronic scattering by disor-

der and phonons in the vertical current of graphene–hBN–graphene devices. Starting
from a NEGF formalism we derived the contribution to the current due to phonon (or
disorder) assisted tunnelling processes. We have seen now scattering by short range
disorder or dispersionless phonons leads to a complete degradation of electron momen-
tum conservation in the graphene-to-graphene tunnelling process. We have also seen
how spontaneous emission of phonons at lower temperatures manifests itself as sharp
features in the derivatives of the current with respect to the bias at bias voltage corre-
sponding to the energy of the phonons. This signature of the phonon-assisted tunnelling
can, however, be hidden by features due to the rotational alignment between the differ-
ent layers. We have focused on the effect of graphene in-plane optical phonons and hBN
optical out-of-plane breathing phonons. We have not considered the effect of vibrations
at the graphene–hBN interface, as these would require the description of phonons in
incommensurate structures, something which will be the focus of future work.
As a side note, we expect that the possible reconstruction of graphene spectrum due

to the periodic potential induced by hBN for small rotational angles should not affect in
a qualitative way the occurrence of multiple NDC regions in graphene–hBN–graphene
devices, provided the applied bias voltage is much larger than the width of the re-
gion where the spectrum reconstruction is significant. However, a more quantitative
treatment of these effects is required in the future.





CONCLUS IONS

In this thesis we have studied the mechanical and electronic properties of 2D crystals.
We have seen that while some of these properties are universal, others can be sample
dependent.
In Chapter 2, we have studied anharmonic effects in free crystalline membranes in

the low temperature, quantum limit. To do so we quantized the classical theory of
thin plates. We have shown that anharmonic effects lead to a reconstruction of the
flexural phonon dispersion relation, changing it from ∝ |q|2 to ∝ |q|2−ηh/2. Performing
a perturbative calculation and a partial self-consistent calculation we obtained a value
of ηh = 2. We found out that the thermal expansion of a free membrane, which is
negative, is made finite by anharmonic effects, behaving in the low temperature limit
as αA ∝ −T 2ηh/(4−ηh). We have also seen that the specific heat due to flexural phonons
is also affected by anharmonic effects and that in the low temperature limit it depends
on temperature as c(out)

p ∝ T 4/(4−ηh).
We have seen in Chapter 3 that the situation changes radically when the crystalline

membrane is supported by a substrate. In this situation, the physics is no longer
dominated by anharmonic effects, but instead by the coupling of the membrane to the
substrate. By using a simple spring model to describe the coupling of the membrane to
the substrate, we have seen that the coupling to the substrate leads to the opening of a
gap in flexural phonon dispersion relation. This gaped mode couples to the substrate
bulk continuum of acoustic phonons, which act as a dissipative bath, giving origin to a
finite lifetime for the gapped flexural phonon. At the same time, the flexural phonon will
also partially hybridize with the substrate surface Rayleigh mode. We have compared
these predictions with HREELS measurements of graphene phonon dispersion relations
on different transition metal carbides. Then we studied how coupling to the substrate
makes the thermal expansion of the membrane finite, while remaining negative. For a
substrate supported membrane, the thermal expansion of the membrane is no longer
an intrinsic property of the 2D crystal, but becomes substrate dependent.
In Chapter 4, we studied the limits imposed to graphene electrical conductivity by

electron scattering due to acoustic phonons. We considered both scattering due to
in-plane and flexural modes. We saw how, at high temperatures, scattering by in-
plane phonons, being a single phonon process, leads to a resistivity proportional to
the temperature, while scattering by flexural phonons, being a two phonon process,
leads to a resistivity that depends on temperature quadratically. In suspended samples
subject to small strains, scattering by flexural phonons can be the dominant scattering
mechanism limiting graphene resistivity. We have seen that this situation changes once
we consider graphene samples supported by a substrate. In this scenario, coupling of
the flexural phonon to the substrate leads to a severe suppression of electronic scattering
by flexural phonons. Therefore, in supported graphene samples, scattering by acoustic
in-plane phonons becomes the dominant scattering mechanism at high temperatures.
In Chapter 5, we studied Coulomb drag between two parallel metallic layers. By first

considering Coulomb drag between two generic metallic layers, we have established
that in the limit of low temperature, large separation and strong screening, the drag
resistivity depends on temperature as T 2, on separation as d−4 and on the electronic
density of each layer as n−3/2. This result is valid for an arbitrary electronic dispersion
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relation and intralayer scattering mechanics, only assuming isotropy and that a single
band crosses the Fermi level in each layer. Next, we specialized to the case of Coulomb
drag between two graphene layers, discussing the limitations of the previous low tem-
perature, large separation and strong screening universal result. We also considered
effects of substrate optical phonons to drag. For a graphene double layer encapsulated
in hBN, we found out that phonons lead to an increase of the drag resistivity, an effect
that is manifest at room temperature.
We have studied vertical tunnelling current in graphene–hBN–graphene vdW struc-

tures in Chapter 6. We have seen how conservation of in-plane momentum together
with energy conservation can lead to the occurrence of peaks in the I-V curve of these
devices, which are followed by NDC regions. The positions of these peaks are de-
termined by the relative alignment between the graphene layers. By exploiting the
additional degree of freedom provided by the relative alignment between the graphene
layers and the hBN slab, while taking into account generalized umklapp processes, we
saw that it is possible to create devices displaying several peaks in the I-V curve with
associated multiple NDC regions. The position of the multiple peaks depends sensi-
tively on relative alignment between the different layers. The development of devices
displaying multiple NDC regions is relevant for the development of multivalued logic
devices. We have also studied the contribution of inelastic tunnelling to the current
due to scattering by optical phonons. We found out that scattering by phonons opens
up new inelastic tunnelling channels, which give rise to sharp features in the second
derivative of the I-V curves at the voltages corresponding to the phonon energies.
As a conclusion, we have seen in a series of examples the importance of controlling ex-

ternal factors while studying the properties of 2D crystals and layered materials. While
some properties of 2D materials are rather general and robust, such as the low tem-
perature behaviour of Coulomb drag, others can can be very dependent on the details
of system, such as the occurrence of multiple NDC regions in graphene–hBN–graphene
structures. This dichotomy between generality and specificity, robustness and frailty
of the properties of 2D materials and layered structures has been at the heart of the
interest in this field from its very beginning and will continue drive research in this
area.



CONCLUS IONES

En esta tesis se han estudiado las propiedades mecánicas y electrónicas de cristales 2D.
Hemos visto que, si bien algunas de estas propiedades son universales, otros pueden ser
dependientes de la muestra.
En el Capítulo 2, hemos estudiado los efectos anarmónicos en las membranas crista-

linas libres en el límite cuántco de baja temperatura. Para ello cuantizamos la teoría
clásica de placas delgadas. Hemos demostrado que los efectos anarmónicos conducen a
una reconstrucción de la relación de dispersión de los fononos de flexión, cambiándola
de ∝ |q|2 a ∝ |q|2−ηh/2. Haciendo un cálculo perturbativo y un cálculo auto-consistente
parical obtuvimos un valor de ηh = 2. Encontramos que la expansión térmica de una
membrana libre, que es negativa, se hace finita por efectos anarmónicos, comportán-
dose en el límite de baja temperatura como αA ∝ −T 2ηh/(4−ηh). Vemos también que
el calor específico debido a los fonones de flexión también se ve afectado por los efec-
tos anarmónicos y que en limite de baja temperatura que depende se comporta como
c

(out)
p ∝ T 4/(4−ηh).
Hemos visto en el Capítulo 3 que la situación cambia radicalmente cuando la mem-

brana cristalina está soportada por un sustrato. En esta situación, la física ya no está
dominada por los efectos anarmónicos, pero por el acoplamiento de la membrana al
sustrato. Modelando el acoplo entre la membrana y el sustrato mediante uno sensillo
modelo de muelle, hemos visto que el acoplamiento al sustrato lleva a la apertura de
una brecha en la relación de dispersión del fonón de flexión. Este modo se acopla al
continuo de estados de fonones acústicos del sustrato, que actúan como un baño disipa-
tivo, dando origen a una vida finita para los fonones de flexión con frequecnia finita. Al
mismo tiempo, el fonón de flexión también se hibridará parcialmente con el modo de
superficie de Rayleigh del sustrato. Comparamos estas predicciones con mediciones por
HREELS de las relaciones de dispersión de fonones de grafeno en diferentes carburos
de metales de transición. A continuación se estudió la forma como el acoplamiento al
sustrato hace que la expansión térmica de la membrana finito, sin dejar de ser negativo.
Para una membrana soportada por un sustrato, la expansión térmica de la membrana
ya no es una propiedad intrínseca del cristal 2D, pero se convierte en una propriedade
dependiente del sustrato.
En el Capítulo 4, estudiamos los límites impuestos a la conductividad eléctrica de

grafeno por la dispersión de electrones debido a fonones acústicos. Se consideró la
dispersión debida tanto a modos en el plano como a modos de flexión. Hemos visto
cómo, a altas temperaturas, la dispersión por fonones en el plano, siendo un proceso
involucrando uno fonón, conduce a una resistividad proporcional a la temperatura,
mientras que la dispersión por fonones de flexión, al ser un proceso de dos fonones,
conduce a una resistividad que depende en la temperatura de forma cuadrática. En las
muestras suspendidas sujetas a pequeñas tensiones, la dispersión de fonones de flexión
puede ser el mecanismo dominante a limitar la resistividad de grafeno. Hemos visto que
esta situación cambia una vez que consideramos muestras de grafeno soportadas por
un sustrato. En este escenario, el acoplamiento del fonón de flexión al sustrato conduce
a una supresión severa de la dispersión electrónica por fonones de flexión. Por lo tanto,
en las muestras de grafeno soportadas, la dispersión por fonones acústicos en el plano
se convierte en el mecanismo de dispersión dominante a altas temperaturas.
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En el Capítulo 5, hemos realizado un estudio del fricción de Coulomb entre dos capas
metálicas paralelas. Considerando en primer lugar fricción de Coulomb entre dos capas
metálicas genéricas, hemos establecido que en el límite de baja temperatura, gran sepa-
ración y apantallamiento fuerte, la resistividad de arrastre depende de la temperatura
como T 2, en la separación como d−4 y en la densidad electrónica de cada capa como
n−3/2. Este resultado es válido para una relación de dispersión electrónica y mecanis-
mo de dispersión intra-capa arbitrarios, solamente asumiendo isotropía y que una sola
banda cruza el nivel de Fermi en cada capa. A continuación, nos especializamos en el
caso de fricción de Coulomb entre dos capas de grafeno, discutiendo las limitaciones
del anterior resultado universal de baja temperatura, separación grande y fuerte apan-
tallamiento. También se consideraron los efectos de fonones ópticos del sustrato en la
fricción. Para una doble capa de grafeno encapsulado en hBN, encontramos que los fo-
nones conducen a un aumento de la resistividad de fricción, un efecto que se manifiesta
a temperatura ambiente.
Hemos estudiado la corriente vertical por efecto de túnel en estructuras de vdW for-

madas por grafeno–hBN–grafeno en el Capítulo 6. Hemos visto cómo la conservación
del momento en el plano junto con la conservación de la energía puede conducir a la
aparición de picos en la curva I-V de estos dispositivos, que son seguidos por regiones
NDC. Las posiciones de estos picos son determinados por la alineación relativa entre
las capas de grafeno. Al explotar el grado de libertad adicional proporcionada por el
alineamiento relativa entre las capas de grafeno y la losa de hBN, teniendo en cuenta
procesos umklapp generalizados, vimos que es posible crear dispositivos que muestran
varios picos en la curva I-V con múltiples regiones de NDC asociadas. La posición de los
múltiples picos depende sensiblemente en el alineamiento relativo entre las diferentes
capas. El desarrollo de dispositivos demostrando múltiplas regiones de NDC es relevan-
te para el desarrollo de dispositivos de lógica multivaluada. También hemos estudiado
la contribución del tunelamiento inelástico debido a la dispersión por fonones opticos
a la corriente. Encontramos que la dispersión por fonones abre nuevos canales de tu-
nelamiento inelástico, que se manifiestan marcadamente en la segunda derivada de las
curvas I-V a los voltajes correspondientes a las energías de los fonones.
Como conclusión, hemos visto en una serie de ejemplos la importancia de controlar

los factores externos en el estudio de las propiedades de los cristales 2D y materiales
laminares. Mientras que algunas propiedades de los materiales 2D son bien generales y
robustas, como el comportamiento a baja temperatura de la fricción de Coulomb, otros
pueden pueden ser muy dependientes de los detalles del sistema, como la aparición de
múltiples regiones de NDC en las estructuras de grafeno–hBN–grafeno. Esta dicotomía
entre la generalidad y la especificidad, robustez y fragilidad de las propiedades de los
materiales 2D y sus estructuras en capas ha estado en el centro del interés en este
campo desde su inicio y continuará a conducir la investigación en esta área.
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AGREEN ’ S FUNCTIONS

Green’s functions are used extensively in the course of this thesis. In this appendix
we set the notations and definitions used throughout the thesis and show some general
relations between the different Green’s functions which are frequently used.

a.1 real time green’s functions

a.1.1 Definition of different Green’s functions in real time

A Green’s function is a correlation function between two operators at two different
times. Physical quantities can always be expressed in terms of a suitably defined Green’s
function and these are also suitable objects to build perturbation theory upon. Due to
the fact that quantum mechanical operators do not commute in general, by changing
the ordering of the two operators, it is possible to define different Green’s functions.
The usefulness of the different Green’s function can lie either in the physical information
they carry or in technical convenience they provide when performing calculations.
For two operators, A and B, it is customary to introduce the retarded and advanced

Green’s functions as the expectation value of the commutators (anti-commutators) of
the operators:

Retarded: GRAB(t, t′) = −iΘ
(
t− t′

) 〈[
A(t), B(t′)

]
±

〉
, (A.1)

Advanced: GRAB(t, t′) = iΘ(t′ − t)
〈[
A(t), B(t′)

]
±

〉
, (A.2)

where [A,B]± = AB ∓ BA is the commutator (anti-commutator), with the + (−)
sign applying when the operators A and B are bosonic (fermionic) and 〈...〉 represents
averaging with respect to a density matrix operator, ρ:

〈O〉 = Tr {ρO} . (A.3)

These Green functions describe, respectively, the causal and anti-causal response of a
system to an external perturbation. As such the retarded Green’s function is the central
object in linear response theory, see also Appendix B. They also contain information
regarding the dynamics and spectrum of the system that is being studied.
The greater and lesser Green’s functions are defined as the expectation values of the

two possible orderings of the operators:

Greater: G>AB(t, t′) = −i
〈
A(t)B(t′)

〉
, (A.4)

Lesser: G<AB(t, t′) = ∓i
〈
B(t′)A(t)

〉
, (A.5)

where the − (+) sign in the definition of the lesser function applying for bosonic
(fermionic) operators. Single-particle observables can always be expressed in terms
of these functions. When one of the A, B operators is a creation operator and the
other an annihilation operator, these Green’s functions describe occupation factors.
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Finally, it is also usual to introduce the time- and anti-time-ordered Green’s functions:

Time-ordered: GTAB(t, t′) = −i
〈
TtA(t)B(t′)

〉
, (A.6)

Anti-Time ordered: GT̄AB(t, t′) = −i
〈
T̄tA(t)B(t′)

〉
, (A.7)

where

Tt
(
A(t)B(t′)

)
=

A(t)B(t′) , if t > t′

±B(t′)A(t) , if t < t′
, (A.8)

T̄t
(
A(t)B(t′)

)
=

±B(t′)A(t) , if t > t′

A(t)B(t′) , if t < t′
, (A.9)

are the time-ordering and anti-time-ordering operators with the + (−) sign for bosonic
(fermionic) operators. These Green’s functions naturally appear in equilibrium many-
body perturbation theory at zero temperature and in the formulation of its extension
to the non-equilibrium case, see also Appendix H.

a.1.2 Relations between different Green’s functions

Notice that from their very definition, GTAB(t, t′), GT̄AB(t, t′), GRAB(t, t′) and GAAB(t, t′)
can all the expressed just in terms of G>AB(t, t′) and G<AB(t, t′) as

GRAB(t, t′) = Θ(t− t′)
(
G>AB(t, t′)−G<AB(t, t′)

)
(A.10)

GAAB(t, t′) = −Θ(t′ − t)
(
G>AB(t, t′)−G<AB(t, t′)

)
(A.11)

GTAB(t, t′) = Θ(t− t′)G>AB(t, t′) + Θ(t′ − t)G<AB(t, t′) (A.12)

GT̄AB(t, t′) = Θ(t′ − t)G>AB(t, t′) + Θ(t− t′)G<AB(t, t′) (A.13)

From these, it is easy to see that the six Green’s functions are not all independent of
each other, but are related by

GTAB(t, t′)−GT̄AB(t, t′) = GRAB(t, t′) +GAAB(t, t′), (A.14)

GTAB(t, t′) +GT̄AB(t, t′) = G>AB(t, t′) +G<AB(t, t′), (A.15)

GRAB(t, t′)−GAAB(t, t′) = G>AB(t, t′)−G<AB(t, t′). (A.16)

The Green’s functions also obey the following conjugation relations[
GRAB(t, t′)

]∗
= GABA(t′, t), (A.17)[

G<AB(t, t′)
]∗

= −G<BA(t′, t), (A.18)[
G>AB(t, t′)

]∗
= −G>BA(t′, t). (A.19)

In a situation when the Green’s functions inly depend on time differences, in equilibrium
of steady states, we can perform a Fourier transform in time

GAB(ω) =

∫
dteiωtGAB(t, 0). (A.20)

For the Fourier components, the conjugation relations read:[
GRAB(ω)

]∗
= GABA(ω), (A.21)[

G<AB(ω)
]∗

= −G<BA(ω), (A.22)[
G>AB(ω)

]∗
= −G>BA(ω). (A.23)
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a.1.3 The spectral function and spectral representation

It is also usual to introduce the spectral function as

AAB(t, t′) =
〈[
A(t), B(t′)

]
±

〉
. (A.24)

From these definition, the spectral function can be written as the difference between
the retarded and the advanced Green’s function or the difference between the greater
and the lesser Green’s function

AAB(t, t′) = i
(
GRAB(t, t′)−GAAB(t, t′)

)
(A.25)

= i
(
G>AB(t, t′)−G<AB(t, t′)

)
. (A.26)

Notice that the retarded and advanced Green’s functions can be written in terms of
the spectral function as, Eqs. (A.10) and (A.11),

GRAB(t, t′) = −iΘ(t− t′)AAB(t, t′), (A.27)

GAAB(t, t′) = iΘ(t′ − t)AAB(t, t′). (A.28)

The spectral function plays a very important role, as it carries information about the
spectrum of the theory.
Notice that by making a Wigner transform in time of the Green’s function as

GRAB(ω, tCM ) =

∫
dteiωtGRAB(tCM + t/2, tCM − t/2), (A.29)

and using the Fourier transform of the Heaviside step function

Θ(t) = −
∫

dω

2πi

e−iωt

ω + i0+
, (A.30)

where 0+ is a small infinitesimal positive number, we obtain a spectral representation
for the retarded Green’s function, which can be written as a Hilbert transform of the
spectral function

GRAB(ω, tCM ) =

∫
dν

2π

AAB(ω − ν, tCM )

ν + i0+
, (A.31)

where AAB(ω, tCM ) is the Wigner transform of AAB(t, t′), defined in the same way as
Eq. (A.29). A similar expression can be obtained for the advanced Green’s function
by replacing i0+ by −i0+ in the previous expression. Notice that in time translational
invariant system the Green’s function can only be a function of the time difference t−t′
and its Wigner transform is therefore independent of the centre of mass time tCM . In
this case, the spectral representation Eq. (A.31) simplifies to

GRAB(ω) =

∫
dν

2π

AAB(ω − ν)

ν + i0+

= P

∫
dν

2π

AAB(ω − ν)

ν
− i

2
AAB(ω), (A.32)

where in the last line we have used the Sokhotski–Plemelj formula

1

ν + i0+
= P

1

ν
− iπδ(ν), (A.33)

where P represents the Cauchy principal value. This equation is a generalization of
the usual Kramers-Kronig relation, relating the complete Green’s function to its anti-
hermitian part, the spectral function.
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a.2 imaginary time matsubara green’s function

System in thermal equilibrium are described by the density matrix operator

ρ =
e−βH

Z
, (A.34)

with H a time-independent Hamiltonian and Z = Tr
{
e−βH

}
the partition function. In

equilibrium problems it is usual to adopt an imaginary time formalism. The continua-
tion of time to imaginary values as a computational trick was first pioneered by Wick
[240] in the context of zero quantum field theory and later generalized by Matsubara
[241] to quantum statistical mechanics. The imaginary time Matsubara formalism is
a standard computation technique in the tool box of any condensed matter theorist
and there are many excellent textbooks that cover it in detail. For a modern coverage
of the topic, see for example [54] for a canonical quantization approach and [55] for
an approach based on the functional path integral formalism. As such, our aim is not
to provide an overall discussion of the topic but just to set notation and to show the
relation between Matsubara Green’s function and real time retarded Green’s functions.

a.2.1 Definition of Matsubara Green’s function

The main idea behind the imaginary time formalism comes from the fact that the
equilibrium thermal density matrix ρ = e−βH/Z and the time evolution operator
U(t, t′) = e−iH(t−t′) have the same form, involving the exponential of the Hamilto-
nian. As a matter of fact if we allow for imaginary times t → −iτ we can write
ρ = U(iβ, 0)/Tr {U(iβ, 0)}. With this in mind the imaginary time Matsubara Green’s
function for two operators A and B, which we represent by GAB(τ), is defined as

GAB(τ) = −〈TτA(τ)B(0)〉

= −
Tr
{
e−βHTτA(τ)B(0)

}
Tr {e−βH}

. (A.35)

In this expression, the operators evolve in imaginary time as

A(τ) = eHτA(0)e−Hτ , (A.36)

obeying the Heisenberg equation in imaginary time

dA(τ)

dτ
= [H,A(τ)] , (A.37)

and Tτ is the time ordering operator in imaginary time

Tτ
(
A(τ)B(τ ′)

)
=

A(τ)B(τ ′) , if τ > τ ′

±B(τ ′)A(τ) , if τ < τ ′
, (A.38)

where the ±sign applies for bosonic/fermionic operators. The imaginary time Green’s
function is very convenient as its perturbative expansions obey the linked-cluster the-
orem, allowing for a simple representation in terms of connected Feynman diagrams
[55, 242].
From Eqs. (A.35) and (A.36) and the definition of Tτ , it is simple to see that the

Matsubara Green’s function is periodic/anti-periodic in imaginary time, GAB(τ +β) =
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±GAB(τ), for bosonic/fermionic operators. This means that the Matsubara Green’s
function can be expressed in terms of a Fourier series as

GAB(τ) =
1

β

∑
iωn

GAB(iωn)e−iωnτ , (A.39)

with iωn Matsubara frequencies, which are defined as

ωn =
2π

β
n, for bosons (A.40)

ωn =
2π

β

(
n+

1

2

)
, for fermions (A.41)

with n ∈ Z an integer, such that the (anti-)periodicity in τ is immediately satisfied.
The Matsubara Fourier components GAB(iωn) are give by

GAB(iωn) =

∫ β

0
dτeiωnτGAB(τ). (A.42)

a.2.2 Relation between Matsubara and real time Green’s functions

We will now see the relation between Matsubara Green’s function and the real time
Green’s functions. In order to do that we use the Lehmann representation for the
Matsubara Green’s function. The Lehmann representation of the Green’s function is
expressed in terms of the exact eigenstates, |n〉, and energies, En, of the Hamiltonian
H,

H |n〉 = En |n〉 . (A.43)

Noting that the operators in the Heisenberg picture evolving according to A(τ) =
eHτA(0)e−Hτ and from the definition Eq. (A.35), the Lehmann representation ofGAB(τ)
is given by

GAB(τ) = −Θ(τ)
1

Z

∑
n,m

e−βEne(En−Em)τ 〈n|A |m〉 〈m|B |n〉 (A.44)

∓Θ(−τ)
1

Z

∑
n,m

e−βEme(En−Em)τ 〈n|A |m〉 〈m|B |n〉 . (A.45)

The Matsubara Fourier components are therefore given by

GAB(iωn) =

∫ β

0
dτeiωnτGAB(τ)

=
1

Z

∑
n,m

e−βEn ∓ e−βEm
iωn + En − Em

〈n|A |m〉 〈m|B |n〉 . (A.46)

where we have used the fact that eiωnβ = ±1 for bosonic/fermionic Matsubara fre-
quencies. In equilibrium system we can also introduce a Lehmann representation for
the retarded Green’s functions, GRAB(ω). From the definition Eq. (A.1), we obtain the
Lehmann representation for GRAB(t− t′)

GRAB(t− t′) = −iΘ(t− t′) 1

Z

∑
n,m

(
e−βEn ∓ e−βEm

)
ei(En−Em)(t−t′) 〈n|A |m〉 〈m|B |n〉 ,

(A.47)
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which has Fourier components given by

GRAB(ω) =
1

Z

∑
n,m

e−βEn ∓ e−βEm
ω + i0+ + En − Em

〈n|A |m〉 〈m|B |n〉 . (A.48)

Comparing Eqs. (A.46) and (A.48) we can easily see that the retarded Green’s function
by be obtained from the Matsubara one by the analytic continuation procedure

GRAB(ω) = GAB(iωn → ω + i0+). (A.49)

We also notice that the advanced Green’s function, GAAB(ω) can be obtained similarly,
making instead the replacement: iωn → ω − i0+.



BL INEAR RESPONSE THEORY

In most interesting situations, condensed matter systems are never in equilibrium.
When performing an experiment or when using a condensed matter system in an appli-
cation, one will often (unless when studying purely thermodynamic properties) apply
some external perturbation to the system of interest, which will drive it out of equi-
librium, a then measure some observable of the system. In this scenario, the study
of equilibrium systems might seem a bit useless. However, the Kubo formula [243]
allows to express the response of the system to an external perturbation in terms of
the equilibrium properties of the system, provided the perturbation is weak.

b.1 hamiltonian and interaction picture

Let us assume we are interested in measuring the observable Oa in a system to which
we apply a perturbation. The system is governed by the Hamiltonian

HV (t) = H + V (t), (B.1)

where H is the Hamiltonian of the unperturbed equilibrium system and V (t) = Obhb(t)
describes the external perturbation, with hb(t) the external field which couples to the
operator Ob. If the perturbation V (t) is weak, we expect the expectation value of Oa
can be written in terms of a Taylor series in hb(t):

〈Oa(t)〉V = 〈Oa〉V=0+

∫
dt1χ

(1)
ab (t, t1)hb(t1)+

∫
dt1

∫
dt2χ

(2)
abc(t, t1, t2)hb(t1)hc(t2)+...,

(B.2)
where 〈...〉V indicates that the average is performed taking into account the external
perturbation V (t) and χ(n)

aa1...an(t, t1, ..., tn) are the coefficients in the Taylor series

χ(n)
aa1...an(t, t1, ..., tn) =

1

n!

δn 〈Oa(t)〉V
δha1(t1)...δhan(tn)

∣∣∣∣
V=0

. (B.3)

The Kubo formula tells us is how to express the coefficients χ(n)
aa1...an(t, t1, ..., tn) in terms

of correlation functions of the system in the absence of the perturbation V (t).
The expectation value of Oa is given by

〈Oa(t)〉V = Tr (ρV (t)Oa) , (B.4)

where ρV (t) is the density matrix of the system, which in the Schrödinger picture and
in the present of V (t) evolves according to

i
∂

∂t
ρV (t) = [HV (t), ρV (t)] . (B.5)

The time evolution of ρV (t) can be formally written as

ρV (t) = UV (t, t0)ρ(t0)UV (t0, t), (B.6)
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where t0 is some initial for which V (t < t0) = 0, and the time evolution operator obeys
the Schrödinger equations

∂

∂t
UV (t, t′) = −iHV (t)UV (t, t′), (B.7)

∂

∂t′
UV (t, t′) = iUV (t, t′)HV (t′), (B.8)

with the initial condition UV (t, t) = Id. We can move from the Schrödinger picture to
the interaction picture, by introducing the S-matrix

S(t, t′) = U(t0, t)UV (t, t′)U(t′, t0), (B.9)

where U(t, t′) is the evolution operator in the absence of V (t), which for a time-
independent H is given by U(t, t′) = e−iH(t−t′). From, Eqs. (B.7)-(B.9) it is easy
to see that the S-matrix obeys the Schrödinger equations

i
∂

∂t
S(t, t′) = VI(t)S(t, t′), (B.10)

−i ∂
∂t′

S(t, t′) = S(t, t′)VI(t
′), (B.11)

with the initial condition S(t, t) = Id and VI(t) the external perturbation in the inter-
action picture

VI(t) = U(t0, t)V (t)U(t, t0). (B.12)

Therefore, we can can write the density matrix as

ρV (t) = U(t, t0)ρI(t)U(t0, t), (B.13)

where ρI(t) the density matrix in the interaction picture

ρI(t) = S(t, t0)ρ(t0)S(t0, t), (B.14)

which obeys the equation

i
∂

∂t
ρI(t) = [VI(t), ρI(t)] . (B.15)

Therefore, the expectation value Eq. (B.4) can be rewritten as

〈Oa(t)〉 = Tr (ρI(t)Oa(t)) , (B.16)

where Oa(t) is the operator Oa in the interaction picture which evolves as

Oa(t) = U(t0, t)OaU(t, t0). (B.17)

We can now expand ρI(t) in powers of V (t).

b.2 general kubo formula

Equation (B.15) can be written in integral form as

ρI(t) = ρI(t0)− i
∫ t

t0

dt′
[
VI(t

′), ρI(t
′)
]
. (B.18)
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Following the original paper by Kubo [243], we multiply the perturbation VI(t) by a
parameter λ and write ρI(t) as a power series in λ,

ρI(t) =
+∞∑
n=0

λnρ
(n)
I (t). (B.19)

Inserting this expansion in the integral equation Eq. (B.18) and equating equal powers
of λ we obtain the recursion relation for ρ(n)

I (t)

ρ
(0)
I (t) = ρ(t0) (B.20)

ρ
(n)
I (t) = −i

∫ t

t0

dt′
[
VI(t

′), ρ
(n−1)
I (t′)

]
, n ≥ 1. (B.21)

Iterating these relations we obtain

ρ
(n)
I (t) = (−i)n

∫ t

t0

dt1...

∫ tn−1

t0

dtn [VI(t1), [VI(t2), ... [VI(tn), ρ(t0)] ...]] . (B.22)

Inserting this result into Eq. (B.16) we obtain the Kubo formula

〈Oa(t)〉V =

∞∑
n=0

(−i)n
∫ t

t0

dt1...

∫ tn−1

t0

dtnTr ([VI(t1), [VI(t2), ... [VI(tn), ρ(t0)] ...]]Oa(t)) .

(B.23)
Notice that by using the cyclic property of the trace we can write

Tr ([A,B]C) = Tr (ABC)− Tr (BAC)

= Tr (BCA)− Tr (BAC)

= Tr (B [C,A]) . (B.24)

Using this property repeatedly, the Kubo formula can alternatively be written as

〈Oa(t)〉V =

∞∑
n=0

(−i)n
∫ t

t0

dt1...

∫ tn−1

t0

dtn 〈[[... [Oa(t), VI(t1)] , VI(t2)] , ..., VI(tn)]〉V=0 .

(B.25)
By writing VI(t) = Ob(t)hb(t), we identity the coefficients χ(n)

aa1...an(t, t1, ..., tn) from
Eq. (B.2)

χ(n)
aa1...an(t, t1, ..., tn) = (−i)n Θ(t− t1)Θ(t1 − t2)× ...×Θ(tn−1 − tn)×

× 〈[[... [Oa(t), Oa1(t1)] , Oa2(t2)] , ..., Oan(tn)]〉V=0 . (B.26)

b.3 kubo formula for linear response

In particular, if we are interest in the response of the system only to first order in the
external field, the so called linear response, χ(1)

ab (t, t′) is given by the two point retarded
Green’s function

χ
(1)
ab (t, t′) = GROaOb(t, t

′) = −iΘ(t− t′) 〈[Oa(t), Ob(t)]〉 . (B.27)

This is the celebrated Kubo formula for linear response.





CTHE FLUCTUATION -D I SS IPAT ION THEOREM

In a general state, all the information contained in the six real time Green’s func-
tions defined in Appendix A can be encoded in just two Green’s functions, G<AB(t, t′)
and G>AB(t, t′), with the remaining Green’s functions being related to these two by
Eqs. (A.10)-(A.13). However for an equilibrium state, described by the thermal density
matrix

ρ =
e−βH

Z
, (C.1)

all Green’s functions are determined by the spectral function, AAB(t, t′). The reason
for this is that the thermal equilibrium state is completely determined by the spectrum
of the Hamiltonian (and the temperature). In particular, the fluctuation-dissipation
theorem states that the greater and lesser Green’s functions are related to the spectral
function by

±iG<AB(ω) = n±(ω)AAB(ω), (C.2)
iG>AB(ω) = (1± n±(ω))AAB(ω), (C.3)

where n+(ω) = b(ω) =
(
eβω − 1

)−1 is the Bose-Einstein function and n−(ω) = f(ω) =(
eβω + 1

)−1 is the Fermi-Dirac function.
The proof of the fluctuation-dissipation theorem can be obtained using the Lehmann

representation of the Green’s function, which is expressed in terms of the exact eigen-
states, |n〉, and energies, En, of the Hamiltonian H, H |n〉 = En |n〉. Recalling that
in Heisenberg picture operators evolve according to A(t) = eiHtAe−iHt, the spectral
function can be written in terms of the exact eigenstates as

AAB(t− t′) =
〈[
A(t), B(t′)

]
±

〉
=

1

Z

∑
n,m

(
e−βEn ∓ e−βEm

)
ei(En−Em)(t−t′) 〈n|A |m〉 〈m|B |n〉 ,

where we have anticipated that in equilibrium a two-time function is only function of
the time difference. Writing the spectral function in Fourier components we obtain

AAB(ω) =

∫
dteiωtAAB(t)

=
2π

Z

∑
n,m

(
e−βEn ∓ e−βEm

)
δ (ω + En − Em) 〈n|A |m〉 〈m|B |n〉 . (C.4)

Using the Diracδ-function this can be written as

AAB(ω) =
2π

Z

∑
n,m

δ (ω + En − Em) 〈n|A |m〉 〈m|B |n〉


(
eβω ∓ 1

)
e−βEm(

1∓ e−βω
)
e−βEn

. (C.5)

Let us now look at the Lehmann representation of the lesser Green’s function

G<AB(t− t′) = ∓i
〈
B(t′)A(t)

〉
,

= ∓ i

Z

∑
n,m

e−βEmei(En−Em)(t−t′) 〈n|A |m〉 〈m|B |n〉 , (C.6)
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which has Fourier components

G<AB(ω) == ∓i2π
Z

∑
n,m

e−βEmδ (ω + En − Em) 〈n|A |m〉 〈m|B |n〉 . (C.7)

The greater Green’s function can be similarly expressed leading to

G>AB(ω) = −i2π
Z

∑
n,m

e−βEnδ (ω + En − Em) 〈n|A |m〉 〈m|B |n〉 . (C.8)

Comparing Eqs. (C.7) and (C.8) with Eq. (C.5) we can easily see that

±iG<AB(ω) =
1

eβω ∓ 1
AAB(ω), (C.9)

iG>AB(ω) =
1

1∓ e−βω
AAB(ω), (C.10)

using the definition of the bosonic/fermionic distribution function, n±(ω) =
(
eβω − 1

)−1,
we obtain the fluctuation-dissipation theorem, Eqs. (C.2) and (C.3).



DGENERAL IZED MIGDAL–GAL ITSK I –KOLTUN ENERGY SUM

The Migdal-Galitskii-Koltun (MGK) energy sum provides a convenient formula to com-
puting the total energy of an interacting system, with quartic, or two-body, interactions,
provided we have knowledge of the exact 2-point Green’s function. In this appendix we
will review the original formula for the MGK sum [97, 98] and provide a generalization
of it that allows us to express the total energy of a system with both cubic and quartic
interactions.

d.1 original mgk sum for system with quartic interactions

We consider a system of interacting bosons or fermions with quartic interactions. The
second quantization Hamiltonian that describes the system is given by

H = habc
†
acb +

1

2
vabcdc

†
ac
†
bcccd, (D.1)

where hab is the non-interacting part of the Hamiltonian, vabcd are the quartic interac-
tion matrix elements and c†a (ca) are creation (annihilation) operators for a particle in
the single-particle state a. vabcd is chosen to be (anti-)symmetric under a↔ b and c↔ d.
We are using Einstein summation convention, such that repeated indices are summed
over. The creation/annihilation operators obey the equal time (anti-)commutation
relations [

ca, c
†
b

]
±
≡ cac†b ∓ c

†
bca = δab, (D.2)

where the ± sign applies to bosons/fermions. Since we are considering an equilibrium
system we will employ the imaginary time Matsubara formalism. The MGK energy
sum allows to express the expectation value of the Hamiltonian 〈H〉 in terms of the
Matsubara Green’s function

Gab(τ) = −
〈
Tτ ca(τ)c†b(0)

〉
. (D.3)

The MGK tells us that

〈H〉 = ∓1

2

1

β

∑
iωn

(iωnδab + hab)Gba(iωn)eiωnη, (D.4)

whereGab(iωn) is the Fourier transform of the Matsubara Green’s function (see Eq. (A.42))
and η → 0+ is an infinitesimal, positive constant.
The proof of the MGK energy sum, Eq. D.4, is based on the equation of motion

for the Matsubara Green’s function. We notice that in imaginary time the Heisenberg
equation of motion for ca reads (see Eq. (A.37))

dca
dτ

= [H, ca]

= −habcb − vabcdc†bcccd, (D.5)
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Therefore the Matsubara Green’s functions obeys the equation of motion

∂τGab(τ) = −δ(τ)δab + hac

〈
Tτ cc(τ)c†b(0)

〉
+ vacde

〈
Tτ c
†
c(τ)cd(τ)ce(τ)c†b(0)

〉
. (D.6)

Taking the limit τ → 0−, we have that δ(0−) = 0 and therefore obtain

∂τGab(0
−) = ±hac

〈
c†b(0)cc(0

−)
〉
± vacde

〈
c†b(0)c†c(0

−)cd(0
−)ce(0

−)
〉
. (D.7)

Writing the average energy as

〈H〉 = 〈T 〉+ 〈W 〉 , (D.8)

〈T 〉 = hab

〈
c†acb

〉
, (D.9)

〈W 〉 =
1

2
vabcd

〈
c†ac
†
bcccd

〉
, (D.10)

we see that contracting a and b in Eq. (D.7) gives us

± d

dτ
Gaa(0

−) = 〈T 〉+ 2 〈W 〉 . (D.11)

And therefore we can write the two contributions to the energy as

〈T 〉 = ∓habGba(0−), (D.12)

〈W 〉 = ±1

2

(
∂τGaa(0

−) + habGba(0
−)
)
. (D.13)

Therefore, the total energy can be written as

〈H〉 = ∓1

2
(−δab∂τ + hab)Gba(0

−). (D.14)

Writing the Green’s function in terms of Fourier components we obtain Eq. (D.4).
A more suspicious reader might question the validity of procedure of taking the limit

τ → 0− in Eq. (D.6) and while doing that setting the δ-function to zero. In order to
convince the suspicious reader we will follow and alternative path in order to prove that

− 1

β

∑
iωn

iωnGaa(iωn)eiωnη = ±hab
〈
c†aca

〉
± vabcd

〈
c†ac
†
bcccd

〉
. (D.15)

In order to prove this, we will use the Lehmann representation for the Green’s function
Gab(iωn). Notice that a Green’s function for two generic operators A and B has the
Lehmann representation, Eq. (A.46),

GAB(iωn) =
1

Z

∑
n,m

e−βEn ∓ e−βEm
iωn + En − Em

〈n|A |m〉 〈m|B |n〉 . (D.16)

Now let us look at the related quantity

G
(1)
AB =

1

β

∑
iωn

iωnGAB(iωn)eiωnη, (D.17)
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with η → 0+. The sum over Matsubara frequencies can be performed using contour
integration and we obtain

G
(1)
AB = ±

∮
dz

2πi
n±(z)ezηzCAB(z)

= ∓ 1

Z

∑
n,m

n± (Em − En)
(
e−βEn ∓ e−βEm

)
×

× (Em − En) 〈n|A |m〉 〈m|B |n〉 e(Em−En)η, (D.18)

where n±(ω) =
(
eβω ∓ 1

)−1 is the Bose-Einstein (Fermi-Dirac) function. Notice that
when performing the sum over Matsubara frequencies the factor ezη with η > 0 is
essential to guarantee the convergence of the sum [54] (although it is often omitted).
The inclusion of this η → 0+ factor is compatible with the procedure of taking the limit
τ → 0− in Eq. (D.6). In Eq. (D.18), we can safely set η = 0 and rewrite G(1)

AB as

G
(1)
AB = ∓ 1

Z

∑
n,m

e−βEm (Em − En) 〈n|A |m〉 〈m|B |n〉 ,

= ∓〈B [H,A]〉 = ∓
〈
B
dA

dτ

〉
. (D.19)

Using this result for the Green’s function Gab(iωn) we conclude that

− 1

β

∑
iωn

iωnGab(iωn)eiωnη = ±
〈
c†b
dca
dτ

〉
. (D.20)

Using the Heisenberg equation of motion, Eq. (D.5), we reobtain Eq. (D.7).
Finally, we notice that Eq. (D.4) can also be expressed in terms of the spectral

function
〈H〉 =

1

2

∫
dω

2π
n±(ω) (ωδab + hab)Aba(ω), (D.21)

where Aab(ω) is the spectral function.

d.2 generalized mgk sum for bosonic fields with cubic and quar-
tic interactions

We will now present a generalization of the MGK sum for interacting systems with both
cubic and quartic interactions. This result will be applied for the theory of anharmonic
membranes studied in Chapter (2) and, therefore, We will focus on systems involving
bosonic fields. We consider a system involving two kinds of fields φa and ϕa, with
canonical conjugate given, respectively, by πa and $a , such that the fields obey the
equal time canonical commutation relations[

φa, π
b
]

= iδba, (D.22)[
ϕa, $

b
]

= iδba, (D.23)

with the remaining commutators being zero. The Hamiltonian for the system, expressed
in terms of fields and canonical conjugate momenta, is given by

H =
1

2
gabπ

aπb +
1

2
kabφaφb +

1

2
g̃ab$

a$b +
1

2
k̃abϕaϕb

+
1

2
ca,bcϕaφbφc +

1

8
vabcdφaφbφcφd, (D.24)
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where the fist line includes the kinetic and potential energy for the fields φa and ϕa,
and the second line includes the cubic and quartic interaction terms, with ca,bc chosen
to be symmetric under b↔ c and vabcd chosen to be symmetric under any permutation
of the indices. gab(g̃ab) and kab(k̃ab) are, respectively, the mass and harmonic potential
tensors. Once again we are employing Einstein summation convention. We will show
that the average energy of the system can be expressed in terms of the 2-point Green’s
functions

Dab(τ, τ
′) = −

〈
Tτφa(τ)φb(τ

′)
〉
, (D.25)

D̃ab(τ, τ
′) = −

〈
Tτϕa(τ)ϕb(τ

′)
〉
, (D.26)

as

〈H〉 = −1

4

1

β

∑
iωn

(
3gab (iωn)2 + kab

)
Dba(iωn)eiωnη

− 1

β

∑
iωn

g̃ab (iωn)2 D̃ba(iωn)eiωnη, (D.27)

with η → 0+ and where gab(g̃ab) is the inverse of gab (g̃ab), gabgbc = δac . Although we are
considering equilibrium systems for which Dab(τ, τ

′) and D̃ab(τ, τ
′) are only functions

of τ − τ ′, it will be useful to treat these Green’s functions as functions of two time
variables.

The proof of Eq. (D.27) follows the same lines as the proof for the original MGK sum.
First we notice that the fields obey the Heisenberg equations of motion in imaginary
time

i
dφa
dτ

= gabπ
b, (D.28)

i
dπa

dτ
= −kabφb − cb,acϕbφc −

1

2
vabcdφbφcφd, (D.29)

and

i
dϕa
dτ

= g̃ab$
b, (D.30)

i
d$a

dτ
= −k̃abϕb −

1

2
ca,bcφbφc. (D.31)

From these equations, we obtain the equations of motion for the Green’s functions
Dab(τ, τ

′) and D̃ab(τ, τ
′):(

gac∂2
τ − kac

)
Dcb(τ, τ

′) = δab δ(τ)− cc,ad
〈
Tτϕc(τ)φd(τ)φb(τ

′)
〉

− 1

2
vacde

〈
Tτφc(τ)φd(τ)φe(τ)φb(τ

′)
〉
. (D.32)(

g̃ac∂2
τ − k̃ac

)
D̃cb(τ, τ

′) = δab δ(τ)− 1

2
ca,cd

〈
Tτφc(τ)φd(τ)ϕb(τ

′)
〉
. (D.33)

Now we set τ ′ = 0 and take the limit τ → 0−, obtaining

−
(
gac∂2

τ − kac
)
Dcb(0

−) = cc,ad
〈
φb(0)ϕc(0

−)φd(0
−)
〉

+
1

2
vacde

〈
φb(0)φc(0

−)φd(0
−)φe(0

−)
〉
. (D.34)

−
(
g̃ac∂2

τ − k̃ac
)
D̃cb(0

−) =
1

2
ca,cd

〈
ϕb(0)φc(0

−)φd(0
−)
〉
. (D.35)
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Notice that the average energy of the system can be written as

〈H〉 = 〈T 〉+ 〈U〉+
〈
T̃
〉

+
〈
Ũ
〉

+
〈
W (3)

〉
+
〈
W (4)

〉
, (D.36)

with

〈T 〉 =
1

2
gab

〈
πaπb

〉
,

〈
T̃
〉

=
1

2
g̃ab

〈
$a$b

〉
, (D.37)

〈U〉 =
1

2
kab 〈φaφb〉 ,

〈
Ũ
〉

=
1

2
k̃ab 〈ϕaϕb〉 , (D.38)

and 〈
W (3)

〉
=

1

2
ca,bc 〈ϕaφbφc〉 , (D.39)〈

W (4)
〉

=
1

8
vabcd 〈φaφbφcφd〉 . (D.40)

Therefore, it is easy to see that Eqs. (D.34) and (D.35) give us

gab∂2
τDba(0

−, 0) = −2 〈U〉 − 2
〈
W (3)

〉
− 4

〈
W (4)

〉
, (D.41)

g̃ab∂2
τ D̃ba(0

−, 0) = −2
〈
Ũ
〉
−
〈
W (3)

〉
, (D.42)

where the potential energy terms, 〈U〉 and
〈
Ũ
〉
, can be written in terms of the Green’s

functions as

〈U〉 = −1

2
kabDba(0, 0), (D.43)〈

Ũ
〉

= −1

2
k̃abD̃ba(0, 0). (D.44)

We can also rewrite Eqs. (D.41) and (D.42) as〈
W (4)

〉
= −1

4
gab∂2

τDba(0
−, 0) +

1

2
g̃ab∂2

τ D̃ba(0
−, 0)

− 1

2
〈U〉+

〈
Ũ
〉
, (D.45)〈

W (3)
〉

= −g̃ab∂2
τ D̃ba(0

−, 0)− 2
〈
Ũ
〉
. (D.46)

We still have to express the kinetic energy terms, 〈T 〉 and
〈
T̃
〉
, in terms of Green’s

functions. In order to achieve that, we now introduce the Green’s functions for the
conjugate momenta

Dab(τ, τ ′) = −
〈
Tτπ

a(τ)πb(τ ′)
〉
, (D.47)

D̃ab(τ, τ ′) = −
〈
Tτ$

a(τ)$b(τ ′)
〉
. (D.48)

Using the Heisenberg equation of motion for φa and ϕa it is easy to see that

∂τ∂τ ′Dab(τ, τ
′) = −gabδ(τ − τ ′)− gacgbdDab(τ, τ ′), (D.49)

with a similarly relation holding for D̃ab(τ, τ
′) and Dab(τ, τ ′). By setting τ ′ = 0 and

taking the limit τ → 0−, we obtain

∂τ∂τ ′Dab(0
−, 0) = −gacgbdDab(0−, 0). (D.50)



186 generalized migdal–galitski–koltun energy sum

Therefore we can write the kinetic energies as

〈T 〉 =
1

2
gab∂τ∂τ ′Dab(0

−, 0), (D.51)〈
T̃
〉

=
1

2
g̃ab∂τ∂τ ′D̃ab(0

−, 0). (D.52)

The total energy of the system can thus be written as

〈H〉 =

(
1

2
gab∂τ∂τ ′ −

1

4
gab∂2

τ −
1

4
kab
)
Dba(0

−, 0)

+

(
1

2
g̃ab∂τ∂τ ′ −

1

2
g̃ab∂2

τ

)
D̃ba(0

−, 0). (D.53)

Or expressing the Green’s functions in Fourier components we obtain Eq. (D.27).
Notice that the generalized Eq. (D.27) can also be expressed in terms of the spectral

functions for real frequencies

〈H〉 =
1

4

∫
dω

2π
b(ω)

(
3gabω2 + kab

)
Aba(ω)

+

∫
dω

2π
b(ω)g̃abω2Ãba(ω), (D.54)

with b(ω) the Bose-Einstein function and Aba(ω) and Ãba(ω) the spectral functions for
theφa and ϕa fields, respectively.



EGRAPHENE DENS ITY -DENS ITY CORRELATION FUNCTION

In this appendix, we provide the zero temperature expression of the graphene density-
density correlation function as calculated within the massless Dirac equation model.
Analytic expressions for the density-density correlation function in doped graphene
were first obtained in Ref. [151] and soon after in Ref. [244]. The goal of this appendix
is not to replicate the calculation, which is ratter laborious, but instead to provide
a quick reference to the necessary definitions and the final results. A detailed and
clear derivation of the graphene density-density correlation function is also provided in
Appendix A of Ref. [245].

e.1 reducible and irreducible density-density correlation func-
tions

In general, the full reducible retarded density-density correlation function is defined as

XR(t,x; t′,x′) = −iΘ
(
t− t′

) 〈[
ρ(t,x), ρ(t′,x′)

]〉
, (E.1)

where ρ(t,x) is the electronic density operator. Within linear response theory, Eq. (B.27),
if we add a perturbation to the system Hamiltonian of the form

V (t) = −e2

∫
dDxφext (t,x) ρ(x), (E.2)

where φext (t,x) is an external electric potential, the total induced charge in the system
is given by

〈ρ(t,x)〉 =

∫
dt′
∫
dDxXR(t,x; t′,x′)

(
−e2

)
φext

(
t′,x′

)
, (E.3)

where D is the number of spacial dimensions. Notice that in an interacting system, the
reducible density-density function already takes into account effects of screening, that
is it also takes into account that the induced density also generates a electric potential,
φind (t,x), which adds to the external potential φext (t,x). The density response to
the total electric potential φtotal (t′,x′) = φext (t,x) + φind (t,x), is described by the
irreducible density-density correlation function, χR(t,x; t′,x′), as

〈ρ(t,x)〉 =

∫
dt′
∫
dDxχR(t,x; t′,x′)

(
−e2

)
φtotal

(
t′,x′

)
. (E.4)

The reducible and the irreducible density-density correlation function are related by
the Dyson screening equation

XR = χR + χR · V ·XR, (E.5)

where V represents the bare Coulomb interaction and · represents convolution over
time and space coordinates. Diagrammatically χR is obtained only from diagrams that
remain connected after a Coulomb interaction line is cut.
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e.2 lindhard irreducible density-density correlation function

Within the random phase approximation (RPA), the irreducible density-density corre-
lation function is replaced by the bare one

χR(t,x; t′,x′) = −iΘ
(
t− t′

) 〈[
ρ(t,x), ρ(t′,x′)

]〉
0
, (E.6)

where 〈〉0 represents averaging over the non-interacting system. In an equilibrium
system, due to time translational invariance, χR0 (t,x; t′,x′) is only a function of t −
t′. We will also focus on continuous models, where the system is approximated by
a translational invariant one, such that χR0 (t,x; t′,x′) is also only a function of x −
x′. Therefore, it is useful to write the density-density correlation function in Fourier
components as

χR(ω,q) =

∫
dt

∫
dDxeiωte−iq·xχR(t,x; 0,0). (E.7)

Writing the density operator in terms of creation and annihilation operators in the
eigenstate basis as, see Eqs. (4.34) and (4.37),

ρ(t,x) =
1

V

∑
q

eiq·x
∑
k

ρλ,λ
′

k,k+qe
i(εk,λ−εk+q,λ′)tψ†k,λψk+q,λ′ , (E.8)

and using Eqs. (E.6) and (E.7), we obtain the Lindhard expression for the irreducible
density-density correlation function

χR(ω,q) =
1

V

∑
k

∣∣∣ρλ,λ′k,k+q

∣∣∣2 f (εk,λ − εF )− f
(
εk+q,λ′ − εF

)
ω + i0+ + εk,λ − εk+q,λ′

, (E.9)

where εF is the Fermi energy and we have used the fact that ρλ
′,λ

k+q,k =
(
ρλ,λ

′

k,k+q

)∗
.

e.3 density-density correlation function for doped graphene
at T = 0

For graphene, we have that

εk,λ = λvF~ |k| , (E.10)∣∣∣ρλ,λ′k,k+q

∣∣∣2 =
1

2

(
1 + λλ′ cos θk,k+q

)
. (E.11)

Following Ref. [151] it is useful to split the (|q| , ω) plane into different regions

1A :
ω

εF
< min

(
|q|
kF
, 2− |q|

kF

)
,

1B :
|q|
kF

<
ω

εF
< 2− |q|

kF
,

2A :

∣∣∣∣ |q|kF − 2

∣∣∣∣ < ω

εF
<
|q|
kF
,

2B : max

(
|q|
kF
,
|q|
kF
− 2

)
<

ω

εF
<
|q|
kF

+ 2,

3A :
ω

εF
<
|q|
kF
− 2,

3B :
ω

εF
>
|q|
kF

+ 2,
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Figure E.1: Regions in the (|q| , ω) plane used to write the graphene density-density correlation
function by parts.

with the graphene density-density correlation function being defined by parts in these
regions. These different regions are represented graphically in Fig. E.1. In the following
we give the analytic expressions for the real and imaginary parts of the bare density-
density correlation function of doped graphene at zero temperature [151, 244, 245]. For
convenience the following functions are introduced

C(x) = x
√

1− x2 − arccos(x), (E.12)

F (x) = x
√
x2 − 1− arccosh(x), (E.13)

which allow to express the graphene density-density correlation function in a compact
form.

e.3.1 Real part

• Region 1A:

ReχR(ω,q) = − 2

π

kF
vF~

, (E.14)

• Region 2A:

ReχR(ω,q) = − 2

π

kF
vF~

− |q|2

4π
√

(vF~ |q|)2 − ω2

C

(
ω − 2εF
vF~ |q|

)
, (E.15)

• Region 3A:
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ReχR(ω,q) = − 2

π

kF
vF~

+
|q|2

4π
√

(vF~ |q|)2 − ω2

[
C

(
ω + 2εF
vF~ |q|

)
− C

(
ω − 2εF
vF~ |q|

)]
,

(E.16)

• Region 1B:

ReχR(ω,q) = − 2

π

kF
vF~

+
|q|2

4π
√
ω2 − (vF~ |q|)2

[
F

(
2εF + ω

vF~ |q|

)
− F

(
2εF − ω
vF~ |q|

)]
,

(E.17)

• Region 2B:

ReχR(ω,q) = − 2

π

kF
vF~

+
|q|2

4π
√
ω2 − (vF~ |q|)2

F

(
ω + 2εF
vF~ |q|

)
, (E.18)

• Region 3B:

ReχR(ω,q) = − 2

π

kF
vF~

+
|q|2

4π
√
ω2 − (vF~ |q|)2

[
F

(
ω + 2εF
vF~ |q|

)
− F

(
ω − 2εF
vF~ |q|

)]
,

(E.19)

e.3.2 Imaginary part

• Region 1A:

ImχR(ω,q) = − |q|2

4π
√

(vF~ |q|)2 − ω2

[
F

(
2εF + ω

vF~ |q|

)
− F

(
2εF − ω
vF~ |q|

)]
, (E.20)

• Region 2A:

ImχR(ω,q) = − |q|2

4π
√

(vF~ |q|)2 − ω2

F

(
ω + 2εF
vF~ |q|

)
, (E.21)

• Region 3A:

ImχR(ω,q) = 0, (E.22)

• Region 1B:

ImχR(ω,q) = 0, (E.23)

• Region 2B:

ImχR(ω,q) =
|q|2

4π
√
ω2 − (vF~ |q|)2

C

(
2εF − ω
vF~ |q|

)
, (E.24)

• Region 3B:

ImχR(ω,q) = − |q|2

4
√
ω2 − (vF~ |q|)2

. (E.25)
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e.3.3 Intraband contribution to the imaginary part

In Chapter 5, we need to evaluate the conduction band intraband contribution to
the imaginary part of the density-density correlation function, which is given by the
imaginary part of the λ = λ′ = +1 contribution to Eq. (E.9). It is relatively easy to
see that the λ = λ′ = +1 contribution is the only contribution to the imaginary part
of the density-density correlation function in the regions 1A and 2A. Therefore, we can
write

ImχR+,+(ω,q) = − |q|2

4π
√

(vF~ |q|)2 − ω2

×

×

F
(

2εF+ω
vF ~|q|

)
− F

(
2εF−ω
vF ~|q|

)
, ω
εF
< min

(
|q|
kF
, 2− |q|kF

)
F
(
ω+2εF
vF ~|q|

)
,
∣∣∣ |q|kF − 2

∣∣∣ < ω
εF
< |q|

kF

, (E.26)

with ImχR+,+(ω,q) = 0 being zero in the remaining regions.





FKUBO FORMULA FOR DC CONDUCTIV ITY

In this appendix we will see how the Kubo formula for linear response theory, Eq. (B.27),
can be used to compute the DC conductivity. In particular we will specialize to the DC
conductivity of metals in the case where electrons are subject to quasi-elastic scattering.

f.1 kubo approach to conductivity

The conductivity tensor relates the charge current density, J(t,x), to the total electric
field, E(t,x), as

〈Ji(t,x)〉 =

∫
dt′
∫
dDxσij(t,x; t′,x′)Ej(t

′,x′), (F.1)

whereD is the number of spacial dimensions. In linear response, the conductivity tensor
σij(t,x; t′,x′) is a property of the equilibrium system and therefore only depends on
the time arguments is via their difference, t− t′. In this situation it is useful to perform
a Fourier transform in time, leading to

〈Ji(ω,x)〉 =

∫
dDxσij(ω,x,x

′)Ej(ω,x
′). (F.2)

Now, we will consider that the system is governed by an Hamiltonian with a kinetic
energy term of the form

K =

∫
dDxψ†(x)

(
hipi +

1

2
hijpipj

)
ψ(x), (F.3)

with p the momentum operator, which we write in a symmetric form as

p =
1

2i

(−→
∇ −

←−
∇
)
. (F.4)

In Eq. (F.3), we have included terms both linear and quadratic in the momentum
operator, such that we can treat Dirac and Schrödinger electrons on equal footing.
The quantities hi and hij are in the most general case matrices. The current operator
defined by the kinetic Hamiltonian Eq. (F.3) reads

qeJi(x) = qeψ
†(x) (hi + hijpj)ψ(x), (F.5)

Ji(x) is now the current operator, qe is the charge of the particles (qe = −e for electrons).
We describe the electric field E(t,x) using the Weyl gauge, such that the scalar potential
is zero and the electric and magnetic fields are expressed only in terms of the vector
potential as E = −∂tA and B = ∇ × A. Under minimal coupling, the momentum
operator is changed to p → p − qeA. Therefore, the kinetic term of the Hamiltonian
in the presence of the vector potential can be written as

K =

∫
dDxψ†(x)

(
hipi +

1

2
hijpipj − qehiAi − qehjipjAi +

q2
e

2
hijAiAj

)
ψ(x) (F.6)
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and the current operator becomes

J total
i (x) = Jpar

i (x) + Jdia
i (x), (F.7)

qeJ
par
i (x) = qeψ

†(x) (hi + hijpj)ψ(x), (F.8)
qeJ

dia
i (x) = −q2

eψ
†(x)hijψ(x)Aj(x), (F.9)

where we have split it into a paramagnetic term, Jpar
i (x), and a diamagnetic term,

Jdia
i (x). Notice that we can obtain Jdia

i (x) from Jpar
i (x) by formally differentiating the

latter with respect to p.
Using the Kubo formula for linear response Eq. (B.27), the total current is expressed

in the presence of the vector potential A is given by

〈Ji(t,x)〉 =

∫
dt′
∫
d2xKij(t,x; t′,x′)Aj(t

′,x′), (F.10)

with the kernel Kij(t,x; t′,x′) being given by

Kij(t,x; t′,x′) = −q2
eΠ

R
ij(t,x; t′,x′)− q2

e

〈
ψ†(t,x)hijψ(t,x)

〉
δ(t− t′)δ(x−x′). (F.11)

where the first term takes into account the diamagnetic current contribution and
Πij(t,x; t′,x′) is the paramagnetic current-current correlation function

ΠR
ij(t,x; t′,x′) = −iΘ(t− t′)

〈[
Jpar
i (t,x), Jpar

i (t′,x′)
]〉
. (F.12)

Performing a Fourier transform in time, Eq. (F.10) becomes

〈Ji(ω,x)〉 =

∫
d2xKij(ω,x,x′)Aj(ω,x′). (F.13)

Notice, that Kij is not quite yet the conductivity tensor, as Kij relates the current to
the vector potential instead of the electric field. To make progress we notice that in
the Weyl gauge the vector potential can be written in terms of the electric field as

A(t,x) = −
∫
dt′Θ(t− t′)E(t′,x). (F.14)

Using the integral representation of the Heaviside step function

Θ(t) = −
∫

dω

2πi

e−iωt

ω + i0+
(F.15)

and writing the electric field as a Fourier transform in time, Eq. (F.14) becomes

A(t,x) =

∫
dω

2πi

e−iωt

ω + i0+

∫
dt′eiωt

′
E(t′,x)

=

∫
dω

2π
e−iωt

E(ω,x)

i (ω + i0+)
. (F.16)

From the previous expression we can read the Fourier components of the vector poten-
tial

A(ω,x) =
E(ω,x)

i (ω + i0+)
. (F.17)

Therefore, the conductivity tensor is related to ΠR
ij(ω,x,x

′) by

σij(ω,x,x
′) =

iq2
e

ω + i0+

(
ΠR
ij(ω,x,x

′) +
〈
ψ†(x)hijψ(x)

〉
δ(x− x′)

)
. (F.18)



F.2 vertex function and ward identities 195

This is the Kubo formula for the conductivity. Notice that for the Dirac Hamiltonian,
the Hamiltonian is linear in momentum, hij = 0, and therefore there is no diamagnetic
contribution. However, as we shall soon see, it will be useful to keep this term.
We will be mostly interested in continuous (course grained) models, for which the

conductivity depends on the spatial arguments only via x − x′. In this case it is
convenient to also perform a Fourier transform in the spacial coordinates yielding

σij(ω,q) =
iq2
e

ω + i0+

(
ΠR
ij(ω,q) +

〈
ψ†hijψ

〉)
. (F.19)

Splinting the conductivity into real and imaginary parts we obtain

Reσij(ω,q) = −P q
2
e

ω
ImΠR

ij(ω,q) + πδ(ω)q2
e

[
ReΠR

ij(ω,q) +
〈
ψ†hijψ

〉]
, (F.20)

Imσij(ω,q) = P
q2
e

ω

[
ReΠR

ij(ω,q) +
〈
ψ†hijψ

〉]
+ πδ(ω)q2

e ImΠR
ij(ω,q). (F.21)

The will be interested in the DC limit of the conductivity, which is the current response
of the system to a static, homogeneous electric field, which is obtained by taking the
limits q → 0 and ω → 0. We are also interested in the dissipative real part of the
conductivity, which as we can see from the previous equations, contains a possibly
diverging δ(ω) term. We will see in the following that this term is actually zero.

f.2 vertex function and ward identities

f.2.1 Current-current correlation function in terms of a vertex function

The evaluation of the paramagnetic current-current correlation function for an interact-
ing system is most conveniently performed by studying the Matsubara current-current
correlation function and then performing an analytic continuation to real frequencies.
The Matsubara current-current correlation function is defined as

Πij(τ,q) = − 1

V

〈
TτJ

i
q(τ)J j−q(0)

〉
. (F.22)

We write the paramagnetic current operator as

Jq =
∑
k

Jλ,λ
′

k,k+qψ
†
k,λψk+q,λ′ , (F.23)

where λ is a band/sublattice/spin index. Introducing the reducible current vertex
function

V i,λ,λ′

k,k+q(τ1 | τ | τ2) =
〈
TτJ

i
q(τ)ψk,λ(τ1)ψ†k+q,λ′(τ2)

〉
, (F.24)

the current-current correlation function can be written as

Πij(τ,q) =
1

V

∑
k

V i,λ,λ′

k,k+q(0 | τ | 0)J j,λ
′,λ

k+q,k. (F.25)

The reducible current vertex function can be written in terms of an irreducible current
vertex, Γi,λ1,λ2k,k+q (τ ′1 | τ | τ ′2), as

V i,λ,λ′

k,k+q(τ1 | τ | τ2) =

∫
dτ ′1

∫
dτ ′2G

λ,λ1
k

(
τ1 − τ ′1

)
Γi,λ1,λ2k,k+q (τ ′1 | τ | τ ′2)Gλ2,λ

′

k+q

(
τ ′2 − τ2

)
.

(F.26)
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Performing a Fourier transform in imaginary time and writing k̃ = (ikn,k) and q̃ =
(iqn,q), with kn = 2π (n+ 1/2) /β and qn = 2πn/β fermionic and bosonic Matsubara
frequencies, respectively, the previous expression becomes

V i,λ,λ′

k̃,k̃+q̃
= Gλ,λ1

k̃
Γi,λ1,λ2
k̃,k̃+k̃

Gλ2,λ
′

k̃+q̃
. (F.27)

The Matsubara current-current correlation function can thus be expressed as

Πij(q̃) =
1

βV

∑
k̃

tr
[
Γi
k̃,k̃+q̃

·Gk̃+q̃ · J
j

k̃+q̃,k̃
·Gk̃

]
, (F.28)

with the trace and matrix products taken over the λ indices. Now in order to obtain the
retarded current-current correlation function we have to perform the sum over fermionic
frequencies, ikn, and then perform the analytic continuation to real frequencies, iqn →
ω + i0+. But before we do that we will prove a result that will turn out to be useful.

f.2.2 Ward identity for the irreducible vertex function

Charge conservation, or in other words gauge invariance, imposes several constrains
and relations between different correlation functions, which are generally refereed to
as Ward identities [246]. We will be interested in the relation, imposed by charge
conservation, between the irreducible vertex function and the self-energies. We will
focus on multiband continuous models following closely the approaches of Refs. [247]
and [248].
Local charge conservation translates into the charge continuity equation

∂tρ(t,x) +∇ · J(t,x) = 0. (F.29)

In the following we will be interested in equilibrium systems at finite temperature,
such that it is useful to use the imaginary time Matsubara formalism. Making an
analytic continuation from real time to imaginary time, t→ −iτ and ∂t → i∂τ , charge
conservation in imaginary time can be written as

∂µJ
µ (τ,x) = 0, (F.30)

where we have employed the notation ∂µ = (i∂τ ,∇) and Jµ = (ρ,J). The current
operator Jµ can be written in second quantization in an arbitrary single particle basis
as

Jµ (τ,x) = ψ†a (τ) Jµab(x)ψb(τ), (F.31)

where the indices a, b label the single particle basis states and we use Einstein conven-
tion, where repeated indices are to be summed over. For the case of a continuous single
band model, using a plane wave basis we would write

Jµ (τ,x) =
1

V

∑
k,q

eiq·xψ†k (τ) Jµk,k+qψk+q(τ), (F.32)

such that a = k and b = k + q. Let us now look at the reducible vertex function
Eq. (F.24) in an arbitrary basis

V µ
ab (τa | τ,x | τb) =

〈
TτJ

µ(τ,x)ψa(τa)ψ
†
b(τb)

〉
. (F.33)
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Let us take the divergence of V µ
ab (τa | τ,x | τb) with respect to the xµ = (τ,x) variables.

Taking into account the time ordering operator we obtain

∂µV
µ
ab (τa | τ,x | τb) = iδ(τ − τa)

〈
Tτ [ρ(τ,x), ψa(τa)]ψ

†
b(τb)

〉
+ iδ(τ − τb)

〈
Tτψa(τa)

[
ρ(τ,x), ψ†b(τb)

]〉
+
〈
Tτ∂µJ

µ(τ,x)ψa(τa)ψ
†
b(τb)

〉
. (F.34)

By the continuity equation, Eq. (F.30), we have that the last term in the previous
equation is zero. Evaluating the equal time commutators we obtain

[ρ(τ,x), ψa(τ)] =
[
ψ†c(τ)ρcd(x)ψd(τ), ψa(τ)

]
= −ρac(x)ψc(τ), (F.35)[

ρ(τ,x), ψ†b(τ)
]

=
[
ψ†c(τ)ρcd(x)ψd(τ), ψ†b(τ)

]
= ψ†c(τ)ρcb(x). (F.36)

Inserting these commutators into Eq. (F.34) we obtain

∂µV
µ
ab (τa | τ,x | τb) = iδ(τa − τ)ρac(x)Gcb (τ − τb)− iδGac (τa − τ) ρcb(x)(τ − τb).

(F.37)
Writing the reducible vertex function V µ

ab(τa | τ,x | τb) in terms of the irreducible vertex
function Γµab (τa | τ,x | τb) as

V µ
ab (τa | τ,x | τb) = Gaa′

(
τa − τ ′a

)
Γµa′b′

(
τ ′a | τ,x | τ ′b

)
Gb′b

(
τ ′b − τb

)
(F.38)

(repeated time variables are integrated over), Eq. (F.37) becomes

Gaa′
(
τa − τ ′a

)
∂µΓµa′b′

(
τ ′a | τ,x | τ ′b

)
Gb′b

(
τ ′b − τb

)
= iδ(τa − τ)ρac(x)Gcb (τ − τb)

− iGac (τa − τ) ρcb(x)δ(τ − τb). (F.39)

Acting with inverse Green’s functions both from the left and right in the previous
equation, we obtain

∂µΓµab (τa | τ,x | τb) = iG−1
ac (τa − τ) ρcb(x)δ (τ − τb)

− iδ (τa − τ) ρac(x)G−1
cb (τ − τb) . (F.40)

This is the so called generalized Ward identity. This is valid for a generic multiband
system. By defining all quantities in terms of Nambu spinors, this Ward identity is
also applicable to superconductors (taking into account the matrix structure in Nambu
space of the density matrix elements ρab(x)) [248].
Writing the irreducible vertex function in Fourier components in imaginary time as

Γµab (τa | τ,x | τb) =
1

β2

∑
ikn,iqn

Γµab (x; ikn, ikn + iqn) e−ikn(τa−τ)e−(ikn+iqn)(τ−τa),

(F.41)
the generalized ward identity becomes

(qn,∇) · Γµab (x; ikn, ikn + iqn) = iG−1
ac (ikn) ρcb(x)− iρac(x)G−1

cb (ikn + iqn) . (F.42)

Notice that this relation must also hold at the non-interacting level, therefore we can
also write

(qn,∇) · Jµab (x) = iG0,−1
ac (ikn) ρcb(x)− iρac(x)G0,−1

cb (ikn + iqn) , (F.43)
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subtracting this relation from Eq. (F.42), while recalling the definition of self-energy
G−1
ab (ikn) =

(
G0
ab(ikn)

)−1 − Σab(ikn), we obtain

(qn,∇) ·
(
Γµab (x; ikn, ikn + iqn)− Jµab (x)

)
=

= −iΣac (ikn) ρcb(x) + iρac(x)Σ−1
cb (ikn + iqn) . (F.44)

For a continuous model, we can also perform a Fourier transform in the spacial
coordinates and the generalized Ward identity becomes

(−iqn,q) · Γµ
k̃,k̃+q̃

= G−1

k̃
· ρk,k+q − ρk,k+q ·G−1

k̃+q̃
. (F.45)

where all quantities in the previous expression are matrices with indices in the band/-
sublattice/spin degrees of freedom.
We now point out that in the limit q̃→ 0̃, we can obtain two useful relations. If we

first set q = 0, and then take the limit iqn → 0, Eq. (F.45) becomes

Γ0
k̃,k̃

=
∂

∂ (ikn)
G−1

k̃
, (F.46)

where we have used the fact that ρk,k = Id. If we set iqn = 0 first and then take the
limit q → 0, and assume we are in a basis where the density matrix elements ρk,k+q

are momentum independent 1we obtain instead

Γi
k̃,k̃

= − ∂

∂ki
G−1

k̃
. (F.47)

Notice that the analytic continuation of Eqs. (F.46) and (F.47) can be easily performed
to real frequencies for (ikn, ikn)→ (ω + i0+, ω + i0+) and (ikn, ikn)→ (ω − i0+, ω − i0+).
This fact will be useful when expressing the DC conductivity in terms of the vertex
function.
We finally point that a generalized Ward identity for multiband systems was previ-

ously derived in Ref. [249] using the zero temperature formalism. We also point out
that although we focused on continuous models, it is also possible to obtain similar
Ward identities for discrete lattice models, provided the current and discrete derivative
operators are suitably defined as done in Ref. [250].

f.3 dc conductivity

f.3.1 General expression for the DC conductivity

Armed with the Ward identities we are now in a position to make progress in express-
ing the DC conductivity in terms of the irreducible current vertex function. The first
step is to perform the summation over the Matsubara frequencies in Eq. (F.28). The
sum over fermionic Matsubara frequencies, ikn, can be performed using contour inte-
gration techniques, replacing ikn → z, taking into account that the integrand will have

1 For the Dirac model of graphene, this basis would be the sublattice basis, where ρk,k+q is simply the
identity matrix. If we were working instead in the band basis, ρk,k+q would be formed by overlaps of
the eigenstates, being momentum dependent, and we would have to take into account derivatives of
ρk,k+q with respect to q. These extra terms lead to the occurrence of Berry connection terms.
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branch cuts when z and z+ iqn are real. Therefore we obtain (suppressing for now the
momentum arguments)

Πij(iqn) = −
∮

dz

2πi
f(z)tr

[
Γi (z, z + iqn)G (z + iqn)J jG (z)

]
,

= −
∫

dν

2πi
f(ν)tr

[
Γi
(
ν + i0+, ν + iqn

)
G (ν + iqn)J jG

(
ν + i0+

)]
+

∫
dν

2πi
f(ν)tr

[
Γi
(
ν − i0+, ν + iqn

)
G (ν + iqn)J jG

(
ν − i0+

)]
−
∫

dν

2πi
f(ν)tr

[
Γi
(
ν − iqn, ν + i0+

)
G
(
ν + i0+

)
J jG (ν − iqn)

]
+

∫
dν

2πi
f(ν)tr

[
Γi
(
ν − iqn, ν − i0+

)
G
(
ν − i0+

)
J jG (ν − iqn)

]
. (F.48)

Now, we use the fact that for bosonic frequencies f(ν− iqn) = f(ν), and next make the
analytic continuation to real frequencies iqn → ω+ i0+. The obtained retarded current-
current correlation function becomes (after restoring the momentum arguments)

ΠR
ij(ω, q) =

1

V

∑
k

∫
dν

2πi
(f(ν)− f(ν + ω))×

× tr
[
Γi,ARk,k+q (ν, ν + ω)GR

k+q (ν + ω)J jk+q,kG
A
k (ν)

]
− 1

V

∑
k

∫
dν

2πi
f(ν)tr

[
Γi,RRk,k+q (ν, ν + ω)GR

k+q (ν + ω)J jk+q,kG
R
k (ν)

]
+

1

V

∑
k

∫
dν

2πi
f(ν + ω)tr

[
Γi,AAk,k+q (ν, ν + ω)GA

k+q (ν + ω)J jk+q,kG
A
k (ν)

]
,

(F.49)

with Γi,ARk,k+q (ν, ν + ω) = Γik,k+q (ν − i0+, ν + ω + i0+) and similarly for the remaining
terms.
We are interested in the homogeneous DC conductivity, corresponding to the q→ 0,

ω → 0 limits. These limits can be taken unambiguously in the third and forth lines of
Eq. (F.49). Using Eq. (F.47), the second line of Eq. (F.49) in the q → 0, ω → 0 limit
can be written as

− 1

V

∑
k

tr
[
Γi,RRk,k (ν, ν)GR

k (ν)J jk,kG
R
k (ν)

]
=

=
1

V

∑
k

tr
[
∂

∂ki
GR,−1

k (ν)GR
k (ν)J jk,kG

R
k (ν)

]
= − 1

V

∑
k

tr
[
∂

∂ki
GR

k (ν)J jk,k

]
=

1

V

∑
k

tr
[
GR

k (ν)
∂

∂ki
J jk,k

]
, (F.50)

where from the first to the second line of the previous equation we used that ∂G−1 =
−G

(
∂G−1

)
G and in the last line we used integration by parts. Now, going back to the

definitions of paramagnetic and diamagnetic current operators, Eqs. (F.8) and (F.9),
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we identify ∂kiJ
j
k,k as the matrix element hij . Proceeding in the same way for the forth

line of Eq. (F.49) and joining the two contributions we obtain

1

V

∑
k

∫
dν

2πi
f(ν)tr

[(
GR

k (ν)−GA
k (ν)

)
∂kiJ

j
k,k

]
=

= − 1

V

∑
k

∫
dν

2πi
f(ν)tr

[
Ak(ν)hijk,k

]
= −

〈
ψ†hijψ

〉
, (F.51)

with the spectral function given byAk(ν) = i
(
GR

k (ν)−GA
k (ν)

)
. Notice that Eq. (F.51)

will exactly cancel the diamagnetic term in the conductivity Eq. (F.19). This in an
extremely important result: it guarantees that the δ(ω) term in the real part of the
conductivity Eq. (F.20) is actually zero. If this cancellation did not occur, the conduc-
tivity would have a term of the form σ ∝ (ω + i0+)

−1 diverging in the DC limit, i.e.
we would have a perfect conductor.

With the cancellation of the diamagnetic term, the real part of the conductivity,
Eq. (F.20), reduces to

Reσij(ω, q) = −P q
2
e

ω
ImΠR

ij(ω, q). (F.52)

In the ω → 0, from Eq. (F.49) we obtain for ImΠR
ij(ω,0)

lim
ω→0

ImΠR
ij(ω,0) = −ω 1

V

∑
k

∫
dν

2π

(
−∂f(ν)

∂ν

)
tr
[
Γi,ARk,k (ν, ν)GR

k (ν)J jk,kG
A
k (ν)

]
+ ω

1

V

∑
k

∫
dν

2π

(
−∂f(ν)

∂ν

)
Retr

[
Γi,AAk,k (ν, ν)GA

k (ν)J jk,kG
A
k (ν)

]
.

(F.53)

The first term of this equation involves the product of a retarded and an advanced
Green’s function, while the second involves the product of two advanced Green’s func-
tions. We also notice that using Eq. (F.47), the second term can be rewritten as

ω

V

∑
k

∫
dν

2π

(
−∂f(ν)

∂ν

)
Retr

[
GA

k (ν) Γi,AAk,k (ν, ν)GA
k (ν)J jk,k

]
=

= −ω
V

∑
k

∫
dν

2π

(
−∂f(ν)

∂ν

)
Retr

[
Gk̃

∂J jk,k
∂ki

]
. (F.54)

For weak scattering in a metal, the second term should be suppressed with respect to
the former by a factor of

(
τ scatεF

)−1, where τ scat is the scattering time and εF is the
Fermi energy [54, 234]. Therefore, we neglect the second term, obtaining the following
expression for the DC conductivity

ReσDC
ij =

q2
e

V

∑
k

∫
dν

2π

(
−∂f(ν)

∂ν

)
tr
[
Γi,ARk,k (ν, ν)GR

k (ν)J jk,kG
A
k (ν)

]
. (F.55)

At low temperature, we can approximate the derivative of the Fermi function by a
δ-function. In this low temperature limit, and assuming there is a single band crossing
the Fermi level, we can treat all the quantities in the above expression as scalars. Using
the fact that

GRk (ν)GAk (ν) = τ scatk (ω)Ak(ω), (F.56)
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= +

Figure F.1: Diagrammatic representation of the Bethe-Salpeter equation for the vertex func-
tion, Eq. F.61, in the ladded approximation. The Triangle represents the irreducible
vertex ,Γi

k̃,k̃+q̃
, the dot represents the bare vertex, J i

k̃,k̃+q̃
, the directed double

straight lines represent the Green’s function, Gk̃, and the coil-like line represents
the effective interaction U k̃,k̃+q̃+p̃

k̃+p̃,k̃+q̃
.

(which strictly speaking only holds in the single band case), with the scattering time
given by 1/τ scatk (ω) = −2ImΣR

k (ω), and approximating the electronic spectral function
by

Ak(ω) = i
[
GRk (ν)−GAk (ν)

]
' 2πδ (ω − εk) , (F.57)

the expression for the DC conductivity becomes

ReσDC
ij '

q2
e

V

∑
k

(
−∂f(εk)

∂εk

)
τ scatk (εk)Γi,ARk,k (εk, εk) J jk,k. (F.58)

If we replace the irreducible vertex by the bare current matrix element, Γi,ARk,k (εk, εk) '
J ik,k, then the DC conductivity would be given by

ReσDC
ij '

q2
e

V

∑
k

(
−∂f(εk)

∂εk

)
τ scatk (εk)J ik,kJ

j
k,k, (F.59)

which is of the form of the Boltzmann result to the DC conductivity, except that in
the Boltzmann approach the expression for the conductivity involves not the scattering
time, but the transport time, which encodes the fact that forward scattering does not
lead to a degradation of current. In what follows we will see how this apparent deficiency
of the Kubo approach can be solved by tacking into account interaction corrections to
the irreducible vertex function Γi,ARk,k (εk, εk).

f.3.2 Bethe-Salpeter equation for the irreducible current vertex function

As we previously said, the expression for the DC conductivity should involve the trans-
port time and not the scattering time. In order to take this into account it is necessary
to include the effect of interactions into the irreducible vertex. We will consider a
general electron-boson interaction of the form

He−b =
∑
k,q

ψ†kφk,k+qψk+q, (F.60)

where φk,k+q is a bosonic field and we have included any additional indices in the
momentum variable. We have expressed the interaction Hamiltonian in terms of fields
expressed in Fourier components, but more generally k and k+q can be seen as labels of
a generic single particle basis. In the presence of this interaction and in the non-crossing
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or ladder approximation, the Matsubara irreducible vertex obeys the Bethe-Salpeter
equation

Γi
k̃,k̃+q̃

= J i
k̃,k̃+q̃

− 1

βV

∑
p̃

Gk̃+p̃Γi
k̃+p̃,k̃+q̃+p̃

Gk̃+q̃+p̃U
k̃,k̃+q̃+p̃

k̃+p̃,k̃+q̃
, (F.61)

where we have introduced the effective interaction as

U k̃,k̃+q̃+p̃

k̃+p̃,k̃+q̃
= −

∫ β

0
dτeipnτ 〈Tτφk,k+p(τ)φk+q+p,k+q(0)〉 , (F.62)

which actually only depends on the Matsubara frequency ipn. The Bethe-Salpeter
equation is represented diagrammatically in Fig. F.1. We point out that the Bethe-
Salpeter equation (F.61) is compatible with the generalized Ward identity Eq. (F.42),
provided the self-energy given by [248]

Σk̃ = − 1

βV

∑
p̃

U k̃,k̃+p̃

k̃+p̃,k̃
Gk̃+p̃. (F.63)

In order to solve Eq. (F.61) to obtain Γi,ARk,k (ν, ν), the first step is to perform the sum
over the bosonic Matsubara frequency ipn. This can be done changing to the complex
variable ipn → z and noticing that the integrand will have three branch cuts in the
complex plane: when z is real, ikn+z is real and when ikn+ iqn+z is real. Performing
the contour integration, we obtain six different terms, which after analytic continuation
to real frequencies, ikn → ν − i0+ and ikn + iqn → ν + ω + i0+, can be written as
(suppressing the momentum arguments for simplicity)

Γi,AR (ν, ν + ω)− J i =

= −
∫

dε

2πi
b(ε)GA (ε+ ν) Γi,AR (ε+ ν, ε+ ν + ω)GR (ε+ ν + ω)UR (ε)

+

∫
dε

2πi
b(ε)GA (ε+ ν) Γi,AR (ε+ ν, ε+ ν + ω)GR (ε+ ν + ω)UA (ε)

−
∫

dε

2πi
f(ε+ ν)GA (ε+ ν) Γi,AR (ε+ ν, ε+ ν + ω)GR (ε+ ν + ω)UR (ε)

+

∫
dε

2πi
f(ε+ ν)GR (ε+ ν) Γi,RR (ε+ ν, ε+ ν + ω)GR (ε+ ν + ω)UR (ε)

−
∫

dν

2πi
f(ε+ ν + ω)GA (ε+ ν) Γi,AA (ε+ ν, ε+ ν + ω)GA (ε+ ν)UA (ε)

+

∫
dε

2πi
f(ε+ ν + ω)GA (ε+ ν) Γi,AR (ε+ ν, ε+ ν + ω)GR (ε+ ν + ω)UA (ε) (F.64)

Taking the limit q→ 0, ω → 0 and collecting all the terms involving Γi,AR, we obtain

Γi,ARk,k (ν, ν)− J ik,k =

= − 1

V

∑
p

∫
dν

π
f(ε)Im

[
GAk+p (ε) Γi,AAk+p,k+p,k+p (ε, ε)GAk+p (ε)Uk,k+p,A

k+p,k (ε− ν)
]

+

+
1

V

∑
p

∫
dε

2π
[b(ε− ν) + f(ε)]GAk+p (ε) Γi,ARk+p,k+p (ε, ε)GRk+p (ε)Ak,k+p

φ;k+p,k (ε− ν) ,

(F.65)
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where we introduced the spectral function for the interaction mediating boson as

Ak,k+q+p
φ;k+p,k+q(ω) = i

[
Uk,k+q+p
k+p,k+q

(
ω + i0+

)
− Uk,k+q+p

k+p,k+q

(
ω − i0+

)]
, (F.66)

with Uk,k+q+p
k+p,k+q (ω ± i0+) obtained by analytically continuing Eq. (F.62) to real frequen-

cies, ipn → ω ± i0+. Using the Ward identity Eq. (F.47), we can rewrite the first term
on the right hand side of Eq. (F.65), obtaining

Γi,ARk,k (ν, ν)− J ik,k =

= − 1

V

∑
p

∫
dν

π
f(ε)Im

[
∂

∂ki
GAk+p (ε)Uk,k+p,A

k+p,k (ε− ν)

]
+

+
1

V

∑
p

∫
dε

2π
[b(ε− ν) + f(ε)]GAk+p (ε) Γi,ARk+p,k+p (ε, ε)GRk+p (ε)Ak,k+p

φ;k+p,k (ε− ν) .

(F.67)

The first term on the right-hand side of the previous equation leads to a correction of
the bare current matrix elements, J ik,k. Similar terms also appear when employing the
Kadanoff-Baym equations [57] or a Markov quantum master equation [251], but are
generally ignored in the classical Boltzmann equation. In the following we will neglect
such effects and obtain

Γi,ARk,k (ν, ν)− J ik,k =
1

V

∑
p

∫
dε

2π
[b(ε) + f(ε+ ν)]×

×GAk+p (ε+ ν) Γi,ARk+p,k+p (ε+ ν, ε+ ν)GRk+p (ε+ ν)Ak,k+p
φ;k+p,k (ε) .

(F.68)

The final step in order to obtain the DC conductivity of a metal in the presence of
scattering, is to solve the previous equation for Γi,ARk,k (ν, ν) and insert the result the
result in Eq. (F.55).

f.3.3 DC conductivity for quasi-elastic scattering

We will now solve the Bethe-Salpeter equation for the irreducible vertex function,
Eq. (F.68), in the weak quasi-elastic scattering approximation at low temperatures.
First we notice that in Eq. (F.55), the derivative of the Fermi-Dirac function imposes
that only energies and states close to the Fermi level will give a relevant contribution.
We are interested in the case where there is a single band crossing the Fermi level, and
since we are considering the low temperature, quasi-elastic scattering limits we can
focus on that single band. With these approximations we can use Eq. (F.56) and ap-
proximate the electronic spectral function by a δ-function, which means we can focus on
the irreducible vertex function only on the on-shell case, ν = εk (with εk the electronic
dispersion relation). These considerations allow us to approximate the Bethe-Salpater,
Eq. (F.68), by

Γi,ARk,k (εk, εk)− J ik,k =
1

V

∑
p

∫
dε

2π
[b(ε) + f(ε+ εk)] Γi,ARk+p,k+p (ε+ εk, ε+ εk)×

× τ scatk+p (ε+ εk)Ak+p (ε+ εk)Ak,k+p
φ;k+p,k (ε) . (F.69)
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After integrating over energy using the electronic spectral function we obtain

Γi,ARk,k (εk, εk)− J ik,k =
1

V

∑
p

[b(εk+p − εk) + f(εk+p)] Γi,ARk+p,k+p (εk+p, εk+p)×

× τ scatk+p (εk+p)Ak,k+p
φ,k+p,k (εk+p − εk) . (F.70)

Assuming the system is isotropic we can write

Γi,ARk,k (ν, ν) =
ki

|k|
|Jk,k|Ξk(ν), (F.71)

and after contracting Eq. (F.70) with ki/ |k| we obtain an equation for the quantity
Ξk(ν)

|Jk,k|Ξk (εk)− |Jk,k| =
1

V

∑
p

[b(εk+p − εk) + f(εk+p)] cos θk,k+p×

× |Jk+p,k+p|Ξk+p (εk+p) τ scatk+p (εk+p)Ak,k+p
φ,k+p,k (εk+p − εk) .

(F.72)

For quasi-elastic scattering we have that εk+p ' εk, which at low temperatures both
become pinned to the Fermi energy. Therefore we can write |Jk+p,k+p| ' |Jk,k|,
Ξk+p (εk+p) ' Ξk (εk) and τ scatk+p (εk+p) ' τ scatk (εk). With this approximations Ξk (εk)
can be written as

Ξk (εk) =
1

1− τ scatk (εk) Ik (εk)
, (F.73)

where

Ik (εk) =
1

V

∑
p

[b(εk+p − εk) + f(εk+p)] cos θk,k+pA
k,k+p
φ,k+p,k (εk+p − εk) . (F.74)

We point out that the scattering time is given by

1

τ scatk (εk)
= −2ImΣR

k (ω) =
1

V

∑
p

[b(εk+p − εk) + f(εk+p)]Ak,k+p
φ,k+p,k (εk+p − εk) .

(F.75)
If the transport time is introduced as

1

τ trk (εk)
=

1

V

∑
p

(1− cos θk,k+p) [b(εk+p − εk) + f(εk+p)]Ak,k+p
φ,k+p,k (εk+p − εk) ,

(F.76)
or equivalently

1

τ trk (εk)
=

1

V

∑
p

∫
dω (1− cos θk,k+p) [b(ω) + f(εk + ω)]Ak,k+p

φ,k+p,k (ω) δ (ω − εk+p + εk) ,

(F.77)
then Eq. (F.73) can be written as

Ξk (εk) =
τ trk (εk)

τ scatk (εk)
. (F.78)

Therefore, in terms of the transport time the irreducible vertex, Eq. (F.71), is given by

Γi,ARk,k (ν, ν) = J ik,k
τ trk (εk)

τ scatk (εk)
. (F.79)
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Inserting this expression into Eq. (F.58) we obtain the final expression for the DC
conductivity in the case of weak quasi-elastic scattering

ReσDC
ij '

q2
e

V

∑
k

(
−∂f(εk)

∂εk

)
τ trk (εk)J ik,kJ

j
k,k. (F.80)

Inclusion of vertex corrections change the scattering time by the transport time, such
that the Kubo approach describes the same physics as the Boltzmann approach.
Notice that in the derivation of Eq. (F.79), we had to make the approximations

Γi,ARk+p,k+p (εk+p, εk+p) ' Γi,ARk+p,k+p (εk, εk) and τ scatk+p (εk+p) ' τ scatk+p (εk). As a matter
of fact such approximation is not valid for scattering by acoustic phonons [252] and
the slight inelastic nature of scattering by acoustic phonons can become important.
However, the inelastic effects only becomes important at very low temperatures and
for higher temperatures the quasi-elastic approximation becomes a good approximation
[155].
Focusing on the transport at the Fermi energy, setting εk = εF , Eq. (F.77) reduces

to
1

τ trk (εF )
=

1

V

∑
p

∫
dω (1− cos θk,k+p) [b(ω) + f(ω)]Ak,k+p

φ,k+p,k (ω) δ (εk − εk+p)

=
1

V

∑
p

∫
dω

sinh (βω)
(1− cos θk,k+p)Ak,k+p

φ,k+p,k (ω) δ (εk − εk+p) . (F.81)

This result is to be contrasted to the standard Ziman’s formula for the transport time
[95], which reads instead

1

τ tr,Ziman
k (εF )

=
1

V

∑
p

∫
dω

4 sinh (βω/2)2βω (1− cos θk,k+p)Ak,k+p
φ,k+p,k (ω) δ (εk − εk+p) .

(F.82)
In the high temperature limit, Eqs. (F.81) and (F.82) coincide. On the posit limit, the
result from the two expressions differs. However, as we have previously discussed, in
the low temperature limit, neither equation can be trusted, as both are based on a
quasi-elastic approximation. It is however useful to track down the difference between
Eqs. (F.81) and (F.82). Notice that by using the equality

b(ω) + f(εk + ω) =
1− f(εk + ω)

1− f(εk)
b (ω) , (F.83)

Eq. (F.77) for the transport time can be expressed as

1

τ trk (εk)
=

1

V

∑
p

(1− cos θk,k+p)
1− f (εk+p)

1− f (εk)
b (εk+p − εk)Ak,k+p

φ,k+p,k (εk+p − εk) .

(F.84)
Using identities of the Fermi-Dirac and Bose-Einstein functions we can also write

1− f (εk+p)

1− f (εk)
=

f (εk+p)− f (εk)

f (εk) (1− f (εk))
b (εk − εk+p) , (F.85)

and therefore Eq. (F.84) can be written

1

τ trk (εk)
=

1

V

∑
p

∫
dω (1− cos θk,k+p)

f (εk + ω)− f (εk)

f (εk) (1− f (εk))
b (−ω) b (ω)×

×Ak,k+p
φ,k+p,k (ω) δ (ω − εk+p + εk) . (F.86)
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Using the fact that for quasi-elastic scattering we have that εk+p ' εk, we can make
the approximate [253]

f (εk + ω)− f (εk) ' ω∂f(εk)

∂εk

= − ω

kBT
f (εk) (1− f (εk)) , (F.87)

such that

1

τ trk (εk)
=

1

V

∫
dω
∑
p

(1− cos θk,k+p)ω

(
−∂b(ω)

∂ω

)
Ak,k+p
φ,k+p,k (ω) δ (ω − εk+p + εk) ,

(F.88)
where we have used the fact that b (−ω) b (ω) /kBT = ∂b(ω)/∂ω. This result is exactly
the same as Ziman’s result Eq. (F.82).



GBOLTZMANN EQUATION APPROACH TO COULOMB DRAG

In this appendix we present a derivation of the drag conductivity between two plates
using the Boltzmann equation. We will closely follow the derivation done in Ref. [160]
but generalizing the result for a multiband system.
We assume that the electrons in each layer, ` = 1, 2, are characterized by a band

dispersion given by εk,λ,`, where k is the momentum and λ is a band index. The electron
wavefunctions are given by

φk,λ,`(x) =
1√
A
eik·x |k, λ〉` . (G.1)

The electrons of the two layers interact via the Hamiltonian

Hinter =
1

A

∑
k,k′,q,λi

V12 (q) ρλ1,λ21,k+q,kρ
λ3,λ4
2,k′−q,k′ψ

†
k+q,λ1,1

ψ†k′−q,λ3,2ψk′,λ4,2ψk,λ2,1, (G.2)

where ψ†k,λ,` creates an electron in layer ` with momentum k in band λ, V12 (q) is the
bare interlayer Coulomb interaction, which for two metallic plates in vacuum is given
by

V12 (q) =
e2

4πε0

∫
d2x

(2π)2

eix·q

|x2 + d2|
=

e2

2ε0 |q|
e−|q|d, (G.3)

with d the separation between the two layers, and ρλ1,λ2`,k+q,k =` 〈k + q, λ1 | k, λ2〉` are
wavefunction overlap factors.

The Boltzmann equation in the DC limit, for the coupled layers reads

e1

~
E1 ·

∂nk,λ,1
∂k

= Iimp [n1]k,λ + Iinter [n1, n2]k,λ , (G.4)

e2

~
E2 ·

∂nk,λ,2
∂k

= Iimp [n2]k,λ + Iinter [n2, n1]k,λ , (G.5)

where we have denoted the Boltzmann distribution function for electrons in layer `
as nk,λ,1, e` is the charge of the quasi-particles in layer `, Iimp [n]k,λ is the intralayer
collision integral due to impurities and Iinter [n1, n2]k,λ is the collision integral due to the
interlayer interaction Eq. (G.2). We neglect effects of intralayer interactions, assuming
that the intralayer scattering is dominated by impurities. Assuming that impurities
from different layers are uncorrelated, the impurity collision integral is given by

Iimp [n`]k,λ = −2π

A

∑
k′

nimp,`

∣∣∣T (`),λ
k′,k

∣∣∣2 δ (εk,λ,` − εk′,λ,`) (nk,λ,` − nk′,λ,`) , (G.6)
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where nimp,` is the impurity concentration in layer `, T (`),λ
k′,k is the T-matrix due to the

impurity potential and we have assumed that there is no interband scattering. The
collision integral due to the interlayer interaction is given by

Iintra [n`, n`′ ]k,λ = −2π

A2

∑
k′,q

∣∣∣UR12

(
ε
(`)
k+q,λ1

− ε(`)k,λ,q
)∣∣∣2 ∣∣∣ρλ1,λ`,k+q,k

∣∣∣2 ∣∣∣ρλ3,λ2`′,k′−q,k′

∣∣∣2
× δ

(
ε
(`)
k+q,λ1

+ ε
(`′)
k′−q,λ3 − ε

(`)
k,λ − ε

(`′)
k′,λ2

)
×

×
[
nk,λ,`nk′,λ2,`′ (1− nk+q,λ1,`) (1− nk+q,λ1,`)

− (1− nk,λ,`)
(
1− nk′,`′

)
nk+q,λ1,`nk+q,λ1,`

]
, (G.7)

where UR12 (ω,q) is the screened, retarded interaction which we have allowed to depend
both on the transferred momentum as well as in the transferred energy. This will gen-
erally happen once we consider dynamical screening of the bare interaction, Eq. (G.2).
We are interested in the linear response of the system to the electric field applied in

the active layer, E2. Therefore, we write the distribution functions as an equilibrium
term, which is just given by the Fermi-Dirac distribution function n0

k,λ,` = f (εk,λ,`),
plus a correction term as

nk,λ,` = n0
k,λ,` + n0

k,λ,`

(
1− n0

k,λ,`

)
ϕk,λ,`. (G.8)

In terms of ϕk,λ,`, the impurity collision term, Eq. (G.6), can be written as

Iimp [ϕ`]k,λ = − 2π

A~
∑
k′

nimp,`

∣∣∣T (`),λ
k′,k

∣∣∣2 δ (εk,λ,` − εk′,λ,`)×
× n0

k,λ,`

(
1− n0

k,λ,`

) (
ϕk,λ,` − ϕk′,λ,`

)
, (G.9)

where we used the fact that n0
k,λ,`

(
1− n0

k,λ,`

)
= n0

k′,λ,`

(
1− n0

k′,λ,`

)
for εk,λ,` = εk′,λ,`.

Expanding Eq. (G.7) to lowest order in ϕk,λ,`, we obtain the linearised interlayer inter-
action collision integral

Iinter [ϕ`, ϕ`′ ]k,λ = − 2π

A2~
∑
k′,q

λ1,λ2,λ3

|U12 (εk+q,λ1,` − εk,λ,`,q)|2
∣∣∣ρλ1,λ`,k+q,k

∣∣∣2 ∣∣∣ρλ3,λ2`′,k′−q,k′

∣∣∣2
× n0.

k,λ,`

(
1− n0

k+q,λ1,`

)
n0
k′,λ2,`′

(
1− n0

k′−q,λ3,`′
)

×
[
ϕk,λ,` + ϕk′,λ2,`′ − ϕk+q,λ1,` − ϕk′−q,λ3,`′

]
× δ

(
εk+q,λ1,` + εk′−q,λ3,`′ − εk,λ,` − εk′,λ2,`′

)
, (G.10)

where we used the fact that the equilibrium distribution functions satisfy the condition

n0.
k,λ,`n

0
k′,λ2,`′

(
1− n0

k+q,λ1,`

) (
1− n0

k′−q,λ3,`′
)

=

=
(
1− n0.

k,λ,`

) (
1− n0

k′,λ2,`′
)
n0
k+q,λ1,`n

0
k′−q,λ3,`′ , (G.11)

for εk+q,λ1,`+ εk′−q,λ3,`′ = εk,λ,`+ εk′,λ2,`′ . Therefore, the linearised coupled Boltzmann
equations are given by

e1E1 · vk,λ,1

∂n0
k,λ,1

∂εk,λ,1
= Iimp [ϕ1]k,λ + Iinter [ϕ1, ϕ2]k,λ , (G.12)

e2E2 · vk,λ,2

∂n0
k,λ,2

∂εk,λ,2
= Iimp [ϕ2]k,λ + Iinter [ϕ2, ϕ1]k,λ , (G.13)
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We are interest in the case where layer 2 is the active layer and layer 1 is the passive
layer and want to study the linear response to the electric field applied in the active
layer, E2, while not allowing the flow of current in the passive layer, J1 = 0. Therefore,
and to lowest order in the interlayer interaction, we neglect the interlayer interaction
collision term, Iinter [ϕ2, ϕ1]k,λ, in Eq. (G.13) and set ϕk,λ,1 = 0 in Iinter [ϕ1, ϕ2]k,λ of
Eq. (G.12). Therefore, we obtain the simplified equations

e1E1 · vk,λ,1

∂n0
k,λ,1

∂εk,λ,1
= Iimp [ϕ1]k,λ + Iinter [ϕ1 = 0, ϕ2]k,λ , (G.14)

e2E2 · vk,λ,2

∂n0
k,λ,2

∂εk,λ,2
= Iimp [ϕ2]k,λ . (G.15)

Now the strategy to follow is clear. First, we solve Eq. (G.15) to obtain ϕk,λ,2 as a
function of E2. Then, we plug in the obtained result in Eq. (G.14) and solve it for
ϕk,λ,1. Having obtained ϕk,λ,1, we can compute the current in layer 1.
Notice that by treating the impurity collision term Iimp []k,λ as a linear operator the

solution of Eq. (G.14) can be formally expressed as

ϕk,λ,2 = I−1
imp

[
e2E2 · vk,λ,2

∂n0
k,λ,2

∂εk,λ,2

]
k,λ

. (G.16)

More explicitly, noticing that

∂n0
k,λ,2

∂εk,λ,2
= −

n0
k,λ,2

(
1− n0

k,λ,2

)
kBT

, (G.17)

Eq. (G.14) can be written as

e2

kBT
E2 · vk,λ,2 =

2π

~A
∑
k′

nimp,`

∣∣∣T (2),λ
k′,k

∣∣∣2 δ (ε(`)k,λ − ε
(`)
k′,λ

) (
ϕk,λ,2 − ϕk′,λ,2

)
. (G.18)

Making the ansatz
ϕk,λ,2 =

e2

kBT
τ trk,λ,2vk,λ,2 ·E2, (G.19)

and assuming isotropy, we obtain that the transport time, τ trk,λ,2, is given by

1

τ trk,λ,2
=

2π

~A
∑
k′

nimp,`

∣∣∣T (2),λ
k′,k

∣∣∣2 (1− cos θk,k′
)
δ
(
ε
(`)
k,λ − ε

(`)
k′,λ

)
. (G.20)

Notice that the transport time, differs from the scattering time by the
(
1− cos θk,k′

)
factor.
Using the result from Eq. (G.19) in Eq. (G.14), we can write the interlayer collision

term as

Iinter [ϕ1 = 0, ϕ2]k,λ = − 2π

A2~
∑
k′,q

λ1,λ2,λ3

|U12 (εk+q,λ1,1 − εk,λ,1,q)|2
∣∣∣ρλ1,λ1,k+q,k

∣∣∣2 ∣∣∣ρλ3,λ22,k′−q,k′

∣∣∣2
× n0

k,λ,1

(
1− n0

k+q,λ1,1

)
n0
k′,λ2,2

(
1− n0

k′−q,λ3,2
)

× δ
(
εk+q,λ1,1 + εk′−q,λ3,2 − εk,λ,1 − εk′,λ2,2

)
× e2

kBT

[
τ trk′,λ2,2vk′,λ2,2 − τ trk′−q,λ3,2vk′−q,λ3,2

]
·E2. (G.21)
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Using the identity

f(ε1) (1− f(ε2)) = (f(ε2)− f(ε1)) b (ε1 − ε2) (G.22)

and writing

δ
(
εk+q,λ1,1 + εk′−q,λ3,2 − εk,λ,1 − εk′,λ2,2

)
=

=

∫
dωδ (εk+q,λ1,1 − εk,λ,1 − ω) δ

(
εk′,λ2,2 − εk′−q,λ3,2 − ω

)
, (G.23)

we can rewrite Eq. (G.21) as

Iinter [ϕ1 = 0, ϕ2]k,λ = − e2

kBT

2π

V 2~
∑
k′,q

λ1,λ2,λ3

∫
dω |U12 (ω,q)|2

×
∣∣∣ρλ1,λ1,k+q,k

∣∣∣2 δ (εk+q,λ1,1 − εk,λ,1 − ω) (f(εk+q,λ1,1)− f(εk,λ,1)) b (ω)

×
∣∣∣ρλ3,λ22,k′−q,k′

∣∣∣2 δ (εk′,λ2,2 − εk′−q,λ3,2 − ω) (f(εk′−q,λ3,2)− f(εk′,λ2,2)
)
b (−ω)

×
[
τ trk′,λ2,2vk′,λ2,2 − τ trk′−q,λ3,2vk′−q,λ3,2

]
·E2. (G.24)

Now, we notice that from Eq. (G.14), the solution to ϕk,λ,1 can be formally expressed
as

ϕk,λ,1 = I−1
imp

[
e1E1 · vk,λ,1

∂n0
k,λ,1

∂εk,λ,1
− Iinter [ϕ1 = 0, ϕ2]k,λ

]
, (G.25)

which leads to

ϕk,λ,1 = −
τ trk,λ,1

n0
k,λ,`

(
1− n0

k,λ,`

) (e1E1 · vk,λ,1

∂n0
k,λ,1

∂εk,λ,1
− Iinter [ϕ1 = 0, ϕ2]k,λ

)
. (G.26)

The current in layer 1 can be written as

J1 =
e1

A

∑
k,λ

vk,λ,1nk,λ,1

=
e1

A

∑
k,λ

vk,λ,1n
0
k,λ,`

(
1− n0

k,λ,`

)
ϕk,λ,`. (G.27)

Inserting Eq. (G.26) into Eq. (G.27), we can write the current J1 as

J1 =
e2

1

A

∑
k,λ

(
−
∂f(εk,λ,1)

∂εk,λ,1

)
τ trk,λ,1vk,λ,1 (vk,λ,1 ·E1)

+
e1

A

∑
k,λ

vk,λ,1τ
tr
k,λ,1Iinter [ϕ1 = 0, ϕ2]k,λ . (G.28)

If we now use Eq. (G.24) to express Iinter [ϕ1 = 0, ϕ2]k,λ, the second term of the previous
equation can be written as

e1

V

∑
k,λ

vk,λ,1τ
tr
k,λ,1Iinter [ϕ1 = 0, ϕ2]k,λ =

= − e1e2

2πkBT

1

~
1

A

∑
q

∫
dωb (ω) b (−ω) |U12 (ω,q)|2 ∆̃i

1(ω,q) (∆2(ω,q) ·E2) , (G.29)
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where we have introduced the quantities

∆̃1(ω,q) =
2π

A

∑
k,λ,λ′

∣∣∣ρλ′,λ1,k+q,k

∣∣∣2 vk,λ,1τ
tr
k,λ,1

(
f(εk+q,λ′,1)− f(εk,λ,1)

)
×

× δ
(
εk+q,λ′,1 − εk,λ,1 − ω

)
, (G.30)

∆2(ω,q) =
2π

A

∑
k,λ,λ′

∣∣∣ρλ′,λ2,k−q,k

∣∣∣2 [τ trk,λ,2vk,λ,2 − τ trk−q,λ′,2vk−q,λ′,2
] (
f(εk−q,λ′,2)− f(εk,λ,2)

)
×

× δ
(
εk,λ,2 − εk−q,λ′,2 − ω

)
. (G.31)

Comparing Eqs. (G.28) and (G.29) with the linear response relation

J1 = σ11 ·E1 + σ12 ·E2, (G.32)

we identify the first term of Eq. (G.28) as the usual intralayer conductivity given by

σij11 =
e2

1

A

∑
k,λ

(
−
∂f(εk,λ,1)

∂εk,λ,1

)
τ trk,λ,1v

i
k,λ,1v

j
k,λ,1, (G.33)

and the second term as the transconductivity given by

σij12 = − e1e2

kBT

2π

~
1

A

∑
q

∫
dωb (ω) b (−ω) |U12 (ω,q)|2 ∆̃i

1(ω,q)∆j
2(ω,q). (G.34)

No we make some further manipulations. First, we notice that by replacing k→ −k,
Eq. (G.31) can be written as

∆2(ω,q) =
2π

A

∑
k,λ,λ′

∣∣∣ρλ′,λ2,k+q,k

∣∣∣2 [τ trk+q,λ′,2vk+q,λ′,2 − τ trk,λ,2vk,λ,2

]
×

×
(
f(εk+q,λ′,2)− f(εk,λ,2)

)
δ
(
ω + εk+q,λ′,2 − εk,λ,2

)
. (G.35)

Next we notice that ∆2(−ω,q) = −∆2(ω,q), which can be seen by replacing ω → −ω
and then making a shift in the integration variable k → −k − q and noticing that
ε−k,λ,2 = εk,λ,2, τ tr−k,λ,2 = τ trk,λ,2 and v−k,λ,2 = −vk,λ,2. Since the quantities b (ω) b (−ω)

and |U12 (ω,q)|2 are even functions of ω, only the even part of the quantity ∆̃i
1(ω,q)

will contribute to the transconductivity. Therefore we can replace

∆̃i
1(ω,q)→ ∆̃i

1(ω,q)− ∆̃i
1(−ω,q)

2
=

=
2π

2A

∑
k,λ,λ′

∣∣∣ρλ′,λ1,−k,−k−q

∣∣∣2 (vk+q,λ,1τ
tr
k+q,λ,1 − vk,λ,1τ

tr
k,λ,1

)
×

×
(
f(εk+q,λ,1)− f(ε+k,λ′,1)

)
δ
(
ω + εk+q,λ,1 − εk,λ′,1

)
. (G.36)

Therefore, we obtain the final Boltzmann result for the transconductivity

σij12 = − e2

4π~kBT
1

A

∑
q

∫
dωb (ω) b (−ω) |U12 (ω,q)|2 ∆i

1(ω,q)∆j
2(ω,q), (G.37)

with the functions ∆`(ω,q) defined as

∆`(ω,q) =
2π

A

∑
k,λ,λ′

∣∣∣ρλ′,λ`,k+q,k

∣∣∣2 (τ trk+q,λ′,`vk+q,λ′,` − τ trk,λ,`vk,λ,`

)
×

×
(
f(εk+q,λ′,`)− f(εk,λ,`)

)
δ
(
ω + εk+q,λ′,` − εk,λ,`

)
. (G.38)
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We conclude, by noticing that ∆`(ω,q) corresponds to the Boltzmann limit of the
non-linear susceptibility of layer `, which gives the second order current response to an
applied potential [161, 162].



HINTRODUCTION TO THE NON-EQUIL IBR IUM GREEN ’ S
FUNCTION FORMALISM

The non-equilibirum Green’s function (NEGF) formalism is an extremely powerful
framework for the study of systems driven out of equilibrium, while taking into ac-
count both coherence and interaction effects. Although this formalism is not a recent
development in theoretical physics, having been well established by Kadanoff & Baym
[254] and by Keldysh [255], and with several good books having been published in recent
years [56, 57, 256, 257], the NEGF formalism is still not part of the standard toolbox of
most condensed matter theorists. As such, this appendix provides a brief introduction
to the formalism. The NEGF formalism is extensively employed in Chapter 6.

h.1 the schwinger-keldysh and kadanoff-baym contours

Suppose we wish to compute the expectation value of an operator, O, for a system that
is governed by a time dependent Hamiltonian,

H(t) = H0 +Hint + V (t), (H.1)

where H0 is an easy free Hamiltonian, Hint describes the interactions and V (t) is a time-
dependent perturbation, which is assumed to the zero for t < t0. In the Heisenberg
picture, the expectation value of the operator O for times t > t0 is given by

〈O〉 (t) = Tr
(
ρ(t0)Ô(t)

)
, (H.2)

where ρ(t0) is the density matrix, describing the state of the system at the initial time
t0, and Ô(t) is the operator in the Heisenberg picture, which evolves as

Ô(t) = U †(t, t0)Ô(t0)U(t, t0), (H.3)

where Ô(t0) is the operator at t = t0 (where all representations coincide) and U(t, t′)
is the evolution operator, which obeys the Schrödinger equation

∂

∂t
U(t, t′) = −iH(t)U(t, t′), (H.4)

∂

∂t′
U(t, t′) = iU(t, t′)H(t′), (H.5)

with the initial condition U(t, t) = Id. We introduce the S-matrix

S(t, t′) = eiH0(t−t0)U(t, t′)e−iH0(t′−t0), (H.6)

which obeys the Schrödinger equation

∂

∂t
S(t, t′) = −iW (t)S(t, t′), (H.7)

∂

∂t′
S(t, t′) = iS(t, t′)W (t′), (H.8)
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with
W (t) = eiH0(t−t0) (Hint + V (t)) e−iH0(t−t0), (H.9)

and the initial condition S(t, t) = 1. The Schrödinger equation together with the
initial condition, allow to formally write S(t, t′) as a time-ordered or anti-time-ordered
exponential

S(t, t′) =

Tt exp
(
−i
∫ t
t′ dt

′′W (t′′)
)
, t > t′

T̄t exp
(
−i
∫ t′
t dt

′′W (t′′)
)
, t < t′

. (H.10)

The expectation value of the operator, Eq. (H.2), can then be written as

〈O〉 (t) = Tr
(
ρ(t0)S†(t, t0)O(t)S(t, t0)

)
, (H.11)

where we have introduced the operator in the interaction picture, which evolves with
the free Hamiltonian, H0, as

O(t) = eiH0(t−t0)O(t0)e−iH0(t−t0)
. . (H.12)

We now focus in the case when the initial state at t = t0 is a thermal equilibrium
state,

ρ(t0) =
e−β(H0+Hint)

Tr
{
e−β(H0+Hint)

} . (H.13)

Since at t0 we have V (t0) = 0, we can write

e−β(H0+Hint) = U (t0 − iβ, t0)

= e−βH0S(t0 − iβ, t0), (H.14)

and the expectation value of O at t can be written as

〈O〉 (t) =
Tr
(
e−βH0S(t0 − iβ, t0)S†(t, t0)O(t)S(t, t0)

)
Tr (e−βH0S(t0 − iβ, t0))

=
〈S(t0 − iβ, t0)S(t0, t)O(t)S(t, t0)〉0

〈S(t0 − iβ, t0)〉0
, (H.15)

where 〈....〉0 = Tr
(
e−βH0 ....

)
/Tr

(
e−βH0

)
is the average with respect to bare theory.

Notice the ordering of the operators in Eq. (H.15) from right to left: in S(t, t0) the
operators appear time-ordered from t0 to t, then we have an insertion of the operator
O(t), followed by S(t0, t) where the operators are anti-time-ordered from t to t0 and,
finally, S(t0 − iβ, t0) introduces operators ordered along the imaginary line from t0 to
t0 − iβ. Introducing the Kadanoff-Baym [254] or Konstantinov-Perel’[258] contour as,
see Fig. H.1,

C∗ = [t0,+∞[ ∪ ]+∞, t0] ∪ [t0, t0 − iβ] , (H.16)

then Eq. (H.15) can be written as

〈O〉 (t) =
〈SC∗(t0 − iβ, t0)O(t)〉0
〈SC∗(t0 − iβ, t0)〉0

, (H.17)

where
SC∗(t0 − iβ, t0) = TC∗ exp

(
−i
∫
C∗
dsW (s)

)
, (H.18)
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Figure H.1: The Kadanoff-Baym or Konstantinov-Perel’, C∗, and the Schwinger-Keldysh, C,
time contours.

with TC∗ is the contour-ordering operator along C∗ contour, which is defined as

TC∗
(
A(s)B(s′)

)
=

A(s)B(s′) , if s > s′ along C∗

±B(s′)A(s) , if s < s′ along C∗
, (H.19)

where s, s′ are defined along C∗ and the order≷ is defined with respect to which quantity
appears later/earlier along the ordered contour C∗.
If one is not interested in the transient behaviour due to the turning on of the time

dependent perturbation V (t) and the system loses memory of the initial time (as it is
true in general due to interactions or due to coupling to external reservoirs), then it
is possible to neglect the contribution from the imaginary contour and take the limit
t0 →∞, working instead in the Schwinger-Keldysh contour, see Fig. H.1,

C = ]−∞,+∞[ ∪ ]+∞,−∞[ . (H.20)

In the Schwinger-Keldysh limit, Eq. (H.17) becomes

〈O〉 (t) =
〈SC(−∞,−∞)O(t)〉0
〈SC(−∞,−∞)〉0

, (H.21)

with
SC(−∞,−∞) = TC exp

(
−i
∫
C
dsW (s)

)
, (H.22)

with TC the contour-ordering operator along C, which is defined in the same way as
Eq. (H.19).

h.2 contour-ordered green’s functions and dyson equation

Equations (H.17) and (H.21) suggest introducing contour-ordered Green’s function
along the C∗ or C contours. We will now work on the Schwinger-Keldysh limit and
introduce the C-ordered Green’s function as

GCab(s, s
′) = − i

~

〈
TCϕ̂a(s)ϕ̂

†
b(s
′)
〉

= − i
~

〈
TCSC(−∞,−∞)ϕa(s)ϕ

†
b(s
′)
〉

0

〈TCSC(−∞,−∞)〉0
, (H.23)
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where ϕ†a is a one particle bosonic/fermionic creation operator in a one-particle state a
. Notice that the contour ordering operator TC reduces to the time-ordering operator,
if both time arguments s and s′ belong to the C+ = ]−∞,+∞[ branch of the C
contour, and reduces to the anti-time-ordering operator if both time arguments belong
to C− = ]+∞,−∞[. Therefore, depending on the position of the time arguments in
the C contour, the contour ordered Green’s function, GCab(s, s

′), reduces to the usual
real time Green’s functions defined by Eqs. (A.4)-(A.7):

GCab(t+, t
′
+) = − i

~

〈
Ttϕ̂a(t+)ϕ̂†b(t

′
+)
〉

= GTab
(
t, t′
)
, t+, t

′
+ ∈ C+, (H.24)

GCab(t−, t
′
−) = − i

~

〈
T̄tϕ̂a(t−)ϕ̂†b(t

′
−)
〉

= GT̄ab
(
t, t′
)
, t−, t

′
− ∈ C−, (H.25)

GCab(t+, t
′
−) = ∓ i

~

〈
ϕ̂†b(t

′
−)ϕ̂a(t+)

〉
= G<ab

(
t, t′
)
, t+ ∈ C+, t

′
− ∈ C−, (H.26)

GCab(t−, t
′
+) = − i

~

〈
ϕ̂a(t−)ϕ̂†b(t

′
+)
〉

= G>ab
(
t, t′
)
, t− ∈ C−, t′+ ∈ C+, (H.27)

where t± indicates if the time argument belongs to the C± branch of the C contour.
Just as in equilibrium theory, the appearance of 〈TCSC(−∞,−∞)〉0 in the denom-

inator of Eq. (H.23) ensures that in a perturbative expansion of GCab(s, s
′) the linked

cluster theorem is satisfied, that is, vacuum diagrams cancel in any calculation. This
allows to write a Dyson equation for GCab(s, s

′)

GCab(s, s
′) = GC,0ab (s, s′) +

∫
C
ds1G

C,0
aa′ (s, s1)Va′b′(s1)Gb′b(s1, s

′)

+

∫
C
ds1

∫
C
ds2G

C,0
aa′ (s, s1)ΣC

a′b′(s1, s2)GCb′b(s2, s
′), (H.28)

where GC,0ab (s, s′) is the free Green’s function, Va′b′(s1) is a (possibly time dependent)
single-particle potential and ΣC

a′b′(s1, s2) is the self-energy. All time arguments are de-
fined in the C contour and repeated indices are summed over. It is useful to distinguish
the branch to which the variables s and s′ belong as an additional index in the Green’s
function, writing the Green’s function as a matrix in Keldysh space as [255]

Gab(t, t
′) =

[
GTab(t, t

′) G<ab(t, t
′)

G>ab(t, t
′) GT̄ab(t, t

′)

]
. (H.29)

With this notation and writing the integration along the C contour as
∫
C dsf(s) =∫ +∞

−∞ dt (f(t+)− f(t−)), it is possible to write the Dyson equation, Eq. (H.28), in matrix
form as

Gab(t, t
′) = G0

ab(t, t
′) +

∫ +∞

−∞
dt1G

0
aa′(t, t1) · V a′b′(t1) ·Gb′b(t1, t′)

+

∫ +∞

−∞
dt1

∫ +∞

−∞
dt2G

0
aa′(t, t1) · Σa′b′(t1, t2) ·Gb′b(t2, t′), (H.30)

where V ab(t) the single-particle potential in Keldysh space has the matrix structure

V ab(t) = σ3Vab(t), (H.31)

with σ3 the Pauli matrix in Keldysh space

σ3 =

[
1 0

0 −1

]
, (H.32)
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and the self-energy in Keldysh space is given by

Σab(t, t
′) = σ3 ·

[
ΣT
ab(t, t

′) Σ<
ab(t, t

′)

Σ>
ab(t, t

′) ΣT̄
ab(t, t

′)

]
· σ3. (H.33)

It is possible to write the Dyson equation in the C contour, Eq. (H.28), in a more
compact form, by introducing a “covariant” notation, in which the Green’s function,
Eq. (H.29) is written as

Gab ≡ GCab(tsa , t′sb), (H.34)

where the indices sa, sb = ± in the right-hand side specifies if the time argument
belongs to the C+ or C− branch, which (abusing notation) are encoded in the left-hand
side into the single particle indices a and b, which also encode the time arguments. In
this notation, an upper indices represents a particle that is annihilated (or out-going
states) and a lower index represent a particle that is created (or incoming state). In
this notation, the Dyson equation is written as

Gab =
(
G0
)a
b

+
(
G0
)a
c
V c
dG

d
b +

(
G0
)a
c
Σc

dG
d
b, (H.35)

with repeated indices being summed over.

h.3 perturbation theory, langreth rules and keldysh equation

Notice that Eq. H.29 contains some redundancy, as the different Green’s functions that
appear in it are not independent of each other, being related by Eqs. (A.14)-(A.16). It
is possible to get rid of some of this redundancy by performing a transformation of the
form of

G̃ab(t, t
′) = M−1 ·Gab(t, t′) ·N−1. (H.36)

where in general the matrices M and N are unrelated to each other and might not be
hermitian. We will refer to a transformation of the form of Eq. (H.36) a “covariant”
transformation. There is freedom in the choice of M and N , and consequently, on the
Green’s functions which are used. In the “covariant” notation previously introduced, a
transformation of the form of Eq. (H.36) is written as

G̃ab =
(
M−1

)a
c
Gcd

(
N−1

)d
b
, (H.37)(

G̃0
)a
b

=
(
M−1

)a
c

(
G̃0
)c
d

(
N−1

)d
b
. (H.38)

After the “covariant” transformation, the Dyson equation, Eq. (H.35), becomes

G̃ab =
(
G̃0
)a
b

+
(
G̃0
)a
c
Ṽ c
dG̃

d
b +

(
G̃0
)a
c
Σ̃c

dG̃
d
b, (H.39)

with the single-particle potential and self-energy transforming as

Ṽ a
b = Na

cV
c
dM

d
b, (H.40)

Σ̃a
b = Na

cΣ
c
dM

d
b. (H.41)

Notice that the Dyson equation is only useful provided we have some scheme to
compute the self-energy. We will now focus on the case of fermions (c†a, ca) coupled
linearly to a real bosonic field (φα)

Hint =
∑
a,b,α

γαabc
†
acbφα, (H.42)
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where γαab are coupling constants or bare interaction vertices. To lowest order in
the fermion-boson interaction, the Fock contribution to the fermion self-energy, in the
standard notation, reads

Σab(tsa , tsb) = iγαac (σ3)sa,sc Gcd(tsc , tsd)Dαβ(tsc , tsd) (σ3)sd,sb γβdb, (H.43)

or in “covariant” notation
Σa

b = iγ a
α cG

c
dD

α
βγ

βd
b, (H.44)

with the interaction vertices in “covariant” notation being related to the ones in the
standard notation by

γ a
α b ≡ γαab (σ3)sa,sb δsb,sα (no summation), (H.45)

γαab ≡ δsα,sa (σ3)sa,sb γαab (no summation). (H.46)

Differently from the notation employed in the original work by Keldysh [255], the posi-
tion of the indices matters in the “covariant” notation we are employing. Furthermore,
we have made a distinction between the boson absorption vertex (with a lower boson
index) and the boson emission vertex (with an upper boson index) [57]. In the repre-
sentation where the Green’s function is given by Eq. (H.29), the interaction vertices in
the Keldysh indices are given by

γ a
+ b = γ+a

b =

[
1 0

0 0

]
, (H.47)

γ a
− b = γ−ab =

[
0 0

0 −1

]
, (H.48)

with the absorption and emission vertices being equal. However, after a general “co-
variant” transformation, this is not the case. Under a “covariant” transformation, the
self-energy Eq. (H.44) transforms as

Σ̃a
b = iγ̃ a

α cG̃
c
dD̃

α
β γ̃

βd
b, (H.49)

with the interaction vertices transforming as

γ̃ a
α b = Na

cγ
c

β dM
β
αM

d
b, (H.50)

γ̃αab = Na
cN

α
βγ

βc
dM

d
b. (H.51)

Therefore, we see that in a “covariant” transformation, while the Green’s functions
change with M−1 acting on the upper indices and N−1 acting in the lower indices
(Eqs. (H.37) and (H.38)), the single-particle potentials, Ṽ a

b, and interaction vertices,
γ̃ a
α b and γ̃αab, change with N acting in the upper indices and M acting in the lower

indices.
There is a great freedom in the choice of M and N in Eq. (H.36). Some common

choices are:

h.3.0.1 RA < representation

Choosing M and N

M =

[
1 0

1 −1

]
, N =

[
1 0

1 1

]
, (H.52)
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the Green’s function becomes (omitting the single particle indices and focusing only on
Keldysh indices)

G̃ab(t, t
′) =

[
G̃RR(t, t′) G̃RA(t, t′)

G̃AR(t, t′) G̃AA(t, t′)

]
=

[
GR(t, t′) G<(t, t′)

0 GA(t, t′)

]
, (H.53)

where it was used the fact that G̃AR(t, t′) = GT (t, t′)+GT̄ (t, t′)−G>(t, t′)−G<(t, t′) = 0.
In this represenation, one chooses to work with the retarded, advanced and lesser
Green’s functions. When applying this “covariant” transformation to the Dyson equa-
tion and interaction vertices one obtains a set of rules of how to obtain retarded, ad-
vanced and lesser functions: the Langreth rules. In this representation, the single-
particle potential changes as

Ṽ a
b =

[
Ṽ A

A Ṽ A
R

Ṽ R
A Ṽ R

R

]
=

[
1

1

]
, (H.54)

and the interaction vertices change as

γ̃ a
R b =

[
γ̃ R
R R γ̃ R

R A

γ̃ A
R R γ̃ A

R A

]
=

[
1 0

0 1

]
, (H.55)

γ̃ a
A b =

[
γ̃ R
A R γ̃ R

A A

γ̃ A
A R γ̃ A

A A

]
=

[
0 0

1 −1

]
, (H.56)

γ̃Rab =

[
γ̃RRR γ̃RRA
γ̃RAR γ̃RAA

]
=

[
1 0

1 0

]
, (H.57)

γ̃Aab =

[
γ̃ARR γ̃ARA
γ̃AAR γ̃AAA

]
=

[
1 0

0 1

]
. (H.58)

With these interaction vertices, the self-energy Eq. (H.49) is given by

Σ̃a
b(t, t

′) =

[
Σ̃R

R(t, t′) Σ̃R
A(t, t′)

Σ̃A
R(t, t′) Σ̃A

A(t, t′)

]
=

[
ΣR(t, t′) Σ<(t, t′)

0 ΣA(t, t′)

]
, (H.59)

with

ΣR(t, t′) = iG<(t, t′)DR(t, t′) + iGR(t, t′)D<(t, t′)

+ iGR(t, t′)DR(t, t′), (H.60)

ΣA(t, t′) = iG<(t, t′)DA(t, t′) + iGA(t, t′)D<(t, t′)

− iGA(t, t′)DA(t, t′), (H.61)
Σ<(t, t′) = iG<(t, t′)D<(t, t′), (H.62)

and Σ̃A
R(t, t′) = GR(t, t′)DA(t, t′) + GA(t, t′)DR(t, t′) = 0, since a retarded function

is only non-zero for t > t′ and a advanced function is only non-zero for t < t′. More
generically, the fact thatΣ̃A

R(t, t′) is zero, is inherited from the fact that G̃AR(t, t′)
is also zero. Equations (H.60)-(H.62) are the Langreth rules for the product of two
Green’s functions.
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In this representation, the Dyson equation, Eq. (H.35), becomes (omitting time ar-
guments)[

GR G<

0 GA

]
=

[
G0,R G0,<

0 G0,A

]
+

+

[
G0,R G0,<

0 G0,A

]
·

[
V 0

0 V

]
·

[
GR G<

0 GA

]

+

[
G0,R G0,<

0 G0,A

]
·

[
ΣR Σ<

0 ΣA

]
·

[
GR G<

0 GA

]
. (H.63)

From this equation, we obtain the Dyson equation for the retarded and advanced
Green’s functions as

GR = G0,R +G0,R · V ·GR +G0,R ·ΣR ·GR, (H.64)

GA = G0,A +G0,A · V ·GA +G0,A ·ΣA ·GA. (H.65)

The equation for the Lesser Green’s function, becomes

G< = G0,< +G0,< · V ·GA +G0,R · V ·G<

+G0,R ·ΣR ·G< +G0,R ·Σ< ·GA +G0,< ·ΣA ·GA. (H.66)

Notice the structure of the previous equation: the lesser component of a string of
convoluted two time quantities (C1 · ... ·CN )< is given by

(C1 · ... ·CN )< =
N∑
n=1

CR
1 · ... ·CR

n−1 ·C<
n ·CA

n+1 · ... ·CA
N . (H.67)

This is a consequence of the upper triangular form of Green’s function Eq. (H.53) and
self-energies Eq. (H.59) and the diagonal form of the single-particle potential Eq. (H.54)
in Keldysh space. Employing the Dyson equation for the retarded and advanced Green’s
functions, Eqs. (H.64) and (H.65), into Eq. (H.66), we obtain

G< = GR ·
(
G0,R

)−1 ·G0,< ·
(
G0,A

)−1 ·GA +GR ·Σ< ·GA. (H.68)

For a non-interacting Hamiltonian it is easy to see that

G0,<(t, t′) = G0,R(t, t0)G0,<(t0, t0)G0,A(t0, t
′), for t, t′ > t0. (H.69)

Using this result, Eq. (H.68) can be written as (including again the time arguments)

G<(t, t′) = GR(t, t0)G0,<(t0, t0)GA(t0, t).

+

∫ +∞

−∞
dt1

∫ +∞

−∞
dt2G

R(t, t1)Σ<(t1, t2)GA(t2, t
′). (H.70)

The first term of the above equation describes the memory of the initial state. Provided
the retarded and advanced Green’s function go to zero as the separation of the time
arguments goes to infinity (as it should happen in the presence of interactions or an
external bath), then in the limit of t, t′ � t0, the previous equation reduces to

G<(t, t′) =

∫ +∞

−∞
dt1

∫ +∞

−∞
dt2G

R(t, t1)Σ<(t1, t2)GA(t2, t
′), (H.71)

which is the Keldysh equation for the lesser Green’s function.
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h.3.0.2 RA > representation

Choosing M and N as

M =

[
1 1

0 1

]
, N =

[
1 1

0 −1

]
, (H.72)

the Green’s function becomes

G̃ab(t, t
′) =

[
GAA(t, t′) GAR(t, t′)

GRA(t, t′) GRR(t, t′)

]
=

[
GA(t, t′) 0

G>(t, t′) GR(t, t′)

]
. (H.73)

The single-particle potentials change as

Ṽ a
b =

[
V A

A V A
R

V R
A V R

R

]
=

[
1

1

]
, (H.74)

and the interaction vertices change as

γ̃ a
A b =

[
γ̃ A
A A γ̃ A

A R

γ̃ R
A A γ̃ R

A R

]
=

[
1 1

0 0

]
, (H.75)

γ̃ a
R b =

[
γ̃ A
R A γ̃ A

R R

γ̃ R
RRaA γ̃ R

R R

]
=

[
1 0

0 1

]
, (H.76)

γ̃Aab =

[
γ̃AAA γ̃AAR
γ̃ARA γ̃ARR

]
=

[
1 0

0 1

]
, (H.77)

γ̃Rab =

[
γ̃ A
R A γ̃ A

R R

γ̃ R
R A γ̃ R

R R

]
=

[
0 1

0 −1

]
. (H.78)

With these interaction vertices, the self-energy is given by

Σ̃a
b(t, t

′) =

[
Σ̃A

A(t, t′) Σ̃A
R(t, t′)

Σ̃R
A(t, t′) Σ̃R

R(t, t′)

]
=

[
ΣA(t, t′) 0

Σ>(t, t′) ΣR(t, t′)

]
, (H.79)

with

ΣA(t, t′) = iG>(t, t′)DA(t, t′) + iGA(t, t′)D>(t, t′)

+ iGA(t, t′)DA(t, t′), (H.80)

ΣR(t, t′) = iG>(t, t′)DR(t, t′) + iGR(t, t′)D>(t, t′)

− iGR(t, t′)DR(t, t′), (H.81)
Σ>(t, t′) = iG>(t, t′)D>(t, t′). (H.82)

Using the fact that GR(t, t′)DA(t, t′) = 0 = GA(t, t′)DR(t, t′) and Eq. (A.16), it can
be seen that Eqs. (H.80) and (H.81) are equivalent to Eqs. (H.60) and (H.61), which
can be written as

ΣR(t, t′) = iG<(t, t′)DR(t, t′) + iGR(t, t′)D>(t, t′) (H.83)

= iG>(t, t′)DR(t, t′) + iGR(t, t′)D<(t, t′), (H.84)

ΣA(t, t′) = iG<(t, t′)DA(t, t′) + iGA(t, t′)D>(t, t′) (H.85)

= iG>(t, t′)DA(t, t′) + iGA(t, t′)D<(t, t′). (H.86)
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From these relations it can also be seen that

ΣR(t, t′)− ΣA(t, t′) =

= iG>(t, t′)
(
DR(t, t′)−DA(t, t′)

)
+ i
(
GR(t, t′)−GA(t, t′)

)
D<(t, t′)

= iG>(t, t′)
(
D>(t, t′)−D<(t, t′)

)
+ i
(
G>(t, t′)−G<(t, t′)

)
D<(t, t′)

= iG>(t, t′)D>(t, t′)− iG<(t, t′)D<(t, t′)

= Σ>(t, t′)− Σ<(t, t′), (H.87)

which is a direct consequence of the relation for the Green’s functions GR − GA =
G> −G<, Eq. (A.16).
The Dyson equation in this representation reads[
GA 0

G> GR

]
=

[
G0,A 0

G0,> G0,R

]
+

+

[
G0,A 0

G0,> G0,R

]
·

[
V 0

0 V

]
·

[
GA 0

G> GR

]

+

[
G0,A 0

G0,> G0,R

]
·

[
ΣA 0

Σ> ΣR

]
·

[
GA 0

G> GR

]
, (H.88)

from which we can obtain the Dyson equations for the retarded and advanced Green’s
function, Eqs. (H.64) and (H.65), and the equation for the greater Green’s function

G>(t, t′) = GR(t, t0)G0,>(t0, t0)GA(t0, t).

+

∫ +∞

−∞
dt1

∫ +∞

−∞
dt2G

R(t, t1)Σ>(t1, t2)GA(t2, t
′), (H.89)

which for a system that loses memory and in the limit of t, t′ � t0, reduces

G>(t, t′) =

∫ +∞

−∞
dt1

∫ +∞

−∞
dt2G

R(t, t1)Σ>(t1, t2)GA(t2, t
′), (H.90)

which is the Keldysh equation for the greater Green’s function.
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We wish to model the charging of a multilayer system when a gate voltage, Vgate, is
applied to it. We also allow for a bias voltage, Vbias, to be applied between the top
and bottom layers. The layered structure is on top of a dielectric spacer separating the
structure from a metallic back gate, typically a highly doped Si layer. We treat each
layer in the structure as a 2D film with a 2D charge density given by ρ`, ` = −1, ...,N+1,
where ` = −1 indexes the metallic gate, and ` = 0 to N + 1 labels the layers of the
actual structure. Layers ` − 1 and ` are separated by a distance d` and we assume
that this region is filled with a dielectric with relative constant along the z direction
given by given by ε̄`. Essentially, we will model the layered structure as a multilayer
capacitor. The structure we are considering is represented in Fig. I.1. Applying Gauss’s
law around each plate and assuming charge neutrality,

∑N
`=−1 ρ` = 0, we obtain

ε̄0E0 = ρ−1/ε0. (I.1)
ε̄`+1E`+1 − ε̄`E` = ρ`/ε0, ` = 0, ...,N , (I.2)
−ε̄N+1EN+1 = ρN+1/ε0, (I.3)

where E` is the electric field along the z direction between layers `− 1 and `, and ε0 is
vacuum’s permittivity. From these equations we can write

ε̄`E` =
1

ε0

`−1∑
k=−1

ρk, ` = 0, ...,N + 1, (I.4)

and the stored electrostatic energy is given by

UEM =
N+1∑
`=0

1

2
ε0d`ε̄`E

2
`

=
1

2

N+1∑
`,`′=0

ρ`

min(`,`′)∑
k=0

dk
ε0ε̄k

 ρ`′ , (I.5)

where we have used the charge neutrality condition in order to eliminate the charge in
the Si gate, ρ−1. This is nothing more than the Hartree energy for a layered material.
We split the charge density of each layer into a contribution from charge carriers and
another from charged impurities, ρ` = −en` + enimp

` , where n` is the charge carrier
concentration (n` > 0 for electron doping) and nimp

` is the concentration of charged
impurities (nimp

` > 0 for positively charged impurities). Including the effects of a
gate voltage, Vgate, applied between the ` = −1 and the ` = 0 layers and a bias voltage
between the ` = N+1and the ` = 0 layers, we obtain a Thomas-Fermi energy functional

Φ =
1

2

N+1∑
`,`′=1

n`

min(`,`′)∑
k=0

e2dk
ε0ε̄k

n`′ −
N+1∑
`=0

n`eφ
imp
`

− eVgate
N+1∑
`=0

n` + eVbias

N+1∑
`=0

`

N + 1
n`, (I.6)
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metal gate
...

Figure I.1: Schematic representation of the multilayer capacitor model that is used to model
electrostatic doping of layered materials.

where

eφimp
` =

N+1∑
`′=0

min(`,`′)∑
k=1

e2dk
ε0ε̄k

nimp
`′ , (I.7)

is the potential created by the charged impurities. The Hartree potential felt by elec-
trons in layer ` is given by

V H
` = − ∂Φ

∂n`

= Vgate − Vbias
`

N + 1
n` + eφimp

`

−
N+1∑
`′=0

min(`,`′)∑
k=0

e2dk
ε0ε̄k

n`′ , ` = 0, ...,N + 1. (I.8)

Now, we assume that the vertical current flowing between the 1 and the N + 1 layers
is small, such that we can assume that these layers are in a near equilibrium state.
Furthermore, we employ the Thomas-Fermi approximation, in which the local Fermi
level for each layer is given by εF,` = V H

` , where εF,` = εF,` (n`) is a function of the local
carrier density. The local relation εF,` (n`) together with Eq. (I.8) give us a system of
non-linear equations, which must be solved to obtain the carrier density / local Fermi
level for each layer.
We will be interested in a system where the layers ` = 0 and ` = N + 1 are graphene

layers and the remaining layers, ` = 1, ...,N are formed by the insulating material hBN.
It can be checked, that due to the large band gap of hBN, most charge density will be
accumulated in the graphene layers. As such it is a good approximation to set n` = 0,
for ` = 1, ...,N and therefore the N + 2 equations in Eq. (I.8) are reduced to two

εF,bg = eVgate − (nbg + ntg)C
−1
t + eφimp

bg , (I.9)

εF,tg = eVgate − eVbias − ntgC−1
t − nbgC−1

b + eφimp
tg , (I.10)
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where the capacitances are given by (taking into account the series capacitances of a
hBN/SiO2 spacer between the ` = 0 graphene layer and the Si gate, with dhBN the
hBN thickness and dSiO2the SiO2 thickness)

C−1
b =

e2d0

ε0ε̄0
=
e2dSiO2

ε0ε̄SiO2

+
e2dhBN
ε0ε̄hBN

, (I.11)

C−1
t =

N+1∑
`=0

e2d`
ε0ε̄`

=
e2dSiO2

ε0ε̄SiO2

+
e2dhBN
ε0ε̄hBN

+
e2d

ε0ε̄hBN
, (I.12)

and d is the distance between the two graphene layers. The terms eφimp
bg/tg are the

potentials induced by the charged impurities in the bottom/top graphene layer that
can be tuned to account for intrinsic doping of the graphene layers (acting as an offset
in Vgate and Vbias).
We finally point out that in the case where the hBN layers have no charge carriers,

then the Hartree potential within the hBN slab is given from Eq. (I.8) in terms of
εF,bg/tg as

V H
` = εF,tg − eφimp

tg + eφimp
`

− `

N + 1

(
εF,tg + eVbias − εF,bg − eφimp

tg + eφimp
bg

)
, (I.13)

which in the absence of charged impurities reduces to

V H
` = εF,tg −

`

N + 1
(εF,tg + eVbias − εF,bg) , (I.14)

as stated in Section (6.4). For pristine graphene, the electronic density is related to the
Fermi energy by

εF,` = sgn (n`) vF~
√
π |n`|. (I.15)

The solution of Eqs (I.9)-(I.10) together with Eq. (I.15) for εF,bg and εF,tg are shown
to a particular device in Fig. 6.2.





JANALYTIC EXPRESS ION FOR TDOS OF SECT ION 6 . 5

In this appendix we provide an analytic expression for the quantity TDoSn,m(ωbg, ωtg),
Eq. (6.103), of Section 6.5. In the limit of infinite lifetime for graphene electrons, the
spectral functions of Eq. (6.103) reduce to δ-functions and it is possible to perform
the integration over momentum analytically. In the presence of a finite, momentum
independent, lifetime, it is still possible to find an approximate analytical expression
to Eq. (6.103). First we notice that the spectral functions in the sublattice basis can
be written as

Abg/tg,k(ω) = i
[
GR

k,θbg/tg

(
ωbg/tg

)
−GA

k,θbg/tg

(
ωbg/tg

)]
, (J.1)

with the Green’s functions reading

G
R/A
k,θ (ω) =

ω±Id + vF~k · σθ
(ω±)2 − (vF~)2 |k|2

, (J.2)

with ω± = ω ± iγ, with γ the broadening factor and

σθ = (cos θσx − sin θσy, sin θσx + cos θσy) . (J.3)

For convenience, we will write Gk,θ (ω±) = G
R/A
k,θ (ω). Equation (6.103) can then be

recast as

TDoSn,m(ωbg, ωtg) = i2
∑

s,s′=±1

∫
d2k

(2π)2 ss
′tr
[
Gk,θbg+n 2π

3

(
ωsbg
)
· J ·

·Gk+Qn,m,θtg+m 2π
3

(
ωs
′

tg

)
· J
]
, (J.4)

where tr {...} is the trace over graphene sublattice indices, and J is a 2 × 2 matrix of
ones. Performing the trace over the sublattice degrees of freedom we obtain

TDoSn,m(ωbg, ωtg) = i2
∑

s,s′=±1

∫
d2k

(2π)2 ss
′×

×
2
(
ωsbg + vF~k · K̂bg,n

)
(
ωsbg

)2
− (vF~)2 |k|2

2
(
ωs
′

tg + vF~ (k + Qn,m) · K̂tg,m

)
(
ωs
′

tg
)2 − (vF~)2 |k + Qn,m|2

. (J.5)

This form is completely equivalent to Eq. (6.103). Its advantage lies in the fact that
is is clearly analytic in k (is does not involve terms like

√
k2) and as such, contour

integration methods can be used to perform the integration.
In order to make analytic progress, in the first term of the previous expression we

take the limit γbg → 0, such that ωs′bg → ωbg = ω + εF,bg and

i
∑
s=±1

s
ωsbg + vF~k · K̂bg,n(
ωsbg

)2
− (vF~)2 |k|2

→ 2π
ωbg + vF~k · K̂bg,n

2vF~ |k|
∑
s=±1

sδ (ωbg − svF~ |k|) . (J.6)
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We use the δ-function to perform the integration over |k|, obtaining

TDoSn,m(ωbg, ωtg) ' i
ωbg

(vF~)2

∫
dθk
2π

(
ωbg + vF~k · K̂bg,n

vF~ |k|

)∣∣∣∣∣
|k|= |ωbg|

vF ~

×

×
∑
s′=±1

s′
2
(
ωs
′

tg + vF~ (k + Qn,m) · K̂tg,m

)
(
ωs
′

tg
)2 − (vF~)2 |k + Qn,m|2

. (J.7)

The remaining integration over the angular variable θk can be performed using contour
integration methods. We perform a change of variables z = eiθk such that∫

dθk
2π

=

∮
|z|=1

dz

2πi

1

z
, (J.8)

cos θk =
z + z−1

2
, (J.9)

sin θk =
z − z−1

2i
, (J.10)

and we can write

k̂ · K̂bg/tg,n =
z + z−1

2
K̂x

bg/tg,n +
z − z−1

2i
K̂y

bg/tg,n, (J.11)

|k + Qn,m|2 = |k|2 + |Qn,m|2

+ 2 |k| |Qn,m|
(
z + z−1

2
cos θQn,m +

z − z−1

2i
sin θQn,m

)
, (J.12)

with θQn,m the angle of the vector Qn,m with the reference x axis. The integrand has
a double pole at z = 0 and two simple poles at z = eiθQm,nws≷,tg, where w

s
≷,tg is given

by

ws≷,tg = Cstg ∓ iSstg, (J.13)

Cstg =
(ωtg + siγtg)

2 − (vF~)2
(
|Qn,m|2 + |k|2

)
2 (vF~)2 |Qn,m| |k|

, (J.14)

Sstg = sgn
(
ω2
tg − γ2

tg − (vF~)2
(
|Qn,m|2 + |k|2

))
i

√(
Cstg
)2 − 1, (J.15)

and is defined such that |w<,tg| < 1 and w>,tg = w−1
<,tg. The contour integration

around the unit circle can be performed analytically by collecting the residues at z =
eiθ±Qn,mws<,tg and z = 0. Notice that we have made the approximation γbg → 0. In
general, both γbg and γtg will be non-zero. The simplest way to take this into account
is to symmetrize Eq. (J.5) with respect to the bottom and the top graphene layers and
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then taking the limit γbg → 0 in the first term and γtg → 0 in the second. The final
symmetrized result is given by

TDoSn,m(ωbg, ωtg) '
ωbg

(vF~)3 |Qn,m|
×

×

∑
s=±1

−1

Sstg

ωstg + |ωbg|
(
CstgX

tg
n,m + SstgY

tg
n,m

)
+ vF~Qn,m · K̂tg,m

|ωbg|

 ×
×

ωbg + |ωbg|
(
CstgX

bg
n,m + SstgY

bg
n,m

)
|ωbg|


+

+
2γtg

(
Xbg
n,m + iY bg

n,m

)
vF~ |Qn,m|

vF~ |Qn,m|+ ωtg

(
Xtg
n,m + iY tg

n,m

)
|ωbg|

∣∣∣∣∣
|k|= |ωbg|

(vF ~)

+
(
ωtg ↔ ωbg, X

bg/tg
n,m → −Xbg/tg

n,m , Y bg/tg
n,m → −Y bg/tg

n,m

)
, (J.16)

where we have we have introduced the quantities

Xbg
n,m = Q̂n,m · K̂bg,n, Y bg

n,m = Q̂n,m × K̂bg,n,

Xtg
n,m = Q̂n,m · K̂tg,m, Y tg

n,m = Q̂n,m × K̂tg,m,
(J.17)

and the quantities C±tg and S±tg given by Eqs. (J.14) and (J.15) with the replacements
ωtg → ωbg and γtg → γbg. It was checked that Eq. (J.16) provides a very good approx-
imation to the numeric evaluation of Eq. (J.5) when both γbg and γtg are non-zero, if
the broadening function for each layer is assumed to the the sum of the broadening
factors of both layers, i.e., performing the replacement γbg, γtg → γbg + γtg.
In the limit of infinite electron lifetime in both layers γbg/tg → 0, we obtain

Cstg =
ω2
tg − ω2

bg − (vF~)2 |Qn,m|2

2 (vF~) |Qn,m| |ωbg|
, (J.18)

Sstg = −ssgn(ωtg)

√
1−

(
Cstg
)2
, (J.19)

and Ssbg/Csbg are obtained by replacing ωbg → ωtg. In this case, TDoSn,m(ωbg, ωtg)
simplifies to

TDoSn,m(ωbg, ωtg) =
ωtg

(vF~)3 |Qn,m|
×

×
∑
s=±1

−1

S+
tg

ωtg + |ωbg|
(
C+
tgX

tg
n,m + S+

tgY
tg
n,m

)
+ vF~Qn,m · K̂tg,m

|ωbg|

×
×

ωbg + |ωbg|
(
C+
tgX

bg
n,m + S+

tgY
bg
n,m

)
|ωbg|

 . (J.20)

We notice that in this limit, TDoSn,m(ωbg, ωtg) is only non-zero when

4 (vF~)2 |Qn,m|2 ω2
bg >

(
ω2
tg − ω2

bg − (vF~)2 |Qn,m|2
)2
. (J.21)
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We finally study how the effect of the spinorial character of graphene’s wavefunction
manifests in the form of TDoSn,m(ωbg, ωtg). If we set the wavefunction overlap factors
Υ

bg/tg,n
k,λ to 1 in Eq. (6.103), then instead of Eq. (J.5) we would obtain

TDoSscalarn,m (ωbg, ωtg) = i2
∑

s,s′=±1

∫
d2k

(2π)2 ss
′ 2ωsbg(
ωsbg

)2
− (vF~)2 |k|2

×

×
2ωs

′
tg(

ωs
′

tg
)2 − (vF~)2 |k + Qn,m|2

. (J.22)

In order to evaluate TDoSscalarn,m (ωbg, ωtg), we proceed as previously. the only difference
is that when performing the integration over the unit circle in the complex variable
z, there is no double pole at z = 0, and the contour integration only collects the
contribution from z = eiθ±Qm,nws<,tg/bg. Symmetrizing the result, this leads to

TDoSscalarn,m (ωbg, ωtg) =
1

(vF~)3 |Qn,m|
1

2

[(
ω−tg

S−tg
−
ω+
tg

S+
tg

)
+

(
ω−bg

S−bg
−
ω+
bg

S+
bg

)]
. (J.23)

These analytical expressions lead to a significant speed up in the evaluation of the
current in Chapter 6.
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